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Abstract of the contribution: Updates to the TR to reflect the latest status of the soc-overload-control and soc-load-control-event-package drafts.
Introduction

The IETF SIP Overload Control WG (http://tools.ietf.org/wg/soc/) have now agreed to adopt the draft-gurbani-soc-overload-control draft as a Working Group draft in draft-ietf-soc-overload-control. Because this is a significant change in the status of the document we propose to update the text in TR 23.812 covering topic.

Similarly, the SOC WG have agreed to adopt draft-shen-soc-load-control-event-package as a Working Group draft in draft-ietf-soc-load-control-event-package, so the TR needs to be updated to reflect this.

In addition, draft-ietf-soc-overload-control-01 (http://tools.ietf.org/html/draft-ietf-soc-overload-control-01) describes the oc-algo parameter, that allows the appropriate overload control algorithm to be selected. The default is loss-based, but a comma-separated list can be inserted that can include loss-based, rate-based and window-based. This “model” row in the table in 6.2.6 is therefore updated.
Proposed changes
The following changes to TR 23.812 are proposed.
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6.2.4
Overload Control based on IETF SOC WG solution as described in draft-ietf-soc-overload-control
6.2.4.1
General
In IETF, work on SIP overload control has been moved from SIPPING to SOC (SIP Overload Control) WG. The former Hilt Overload ID has been split into:

· - draft-ietf-soc-overload-design, describing basic principles of overload control (IETF status: working group draft)

· - draft-ietf-soc-overload-control, describing the protocol solution [6] (IETF status: working group draft)
A SIP server, e.g. I-CSCF, that supports this functionality adds an "oc" parameter to the Via headers it inserts into SIP requests. This provides an indication to its neighbors that it supports overload control. 
A SIP server, e.g. S-CSCF, can provide overload control feedback to its neighbors by providing a value for the "oc" parameter to the topmost Via header field of a SIP response. The topmost Via header is determined after the SIP server has removed its own Via header.

Since the topmost Via header of a response will be removed by the neighbour after processing it, overload control feedback contained in the "oc" parameter will not travel beyond a SIP entity. A Via header parameter therefore provides hop-by-hop semantics for overload control feedback even if the next hop neighbor does not support overload control.

The "oc” parameter can be used in all response types including provisional, success and failure responses.  A SIP server may update the "oc" parameter to all responses it is sending.
The "oc" parameter value specifies the percentage by which the load forwarded to this SIP server should be reduced.  Possible values range from 0 (the traffic forwarded is reduced by 0%, i.e., all traffic is forwarded) to 100 (the traffic forwarded is reduced by 100%, i.e., no traffic is forwarded).  The default value of this parameter is 0.
Editor’s Note: Addition of new Via header parameters must be supported on the transport between SIP entities. Intermediate NAT, SBC and B2BUA must transparent forward this information.

Policies based on the content of the Resource-Priority header or other indicators, such as the SOS URN, allow emergency requests to be forwarded despite of an overload condition.

6.2.4.2
Applicability to the IMS

This mechanism would be applicable to IMS SIP servers only.

This mechanism is best suited for preventing overload of core network servers (CSCF) where overload is not due to calls to a specific application/destination. It is less well suited for application servers. For example, an Application Server hosting a 800 application overloaded by mass calling to a particular destination (e.g. people call a particular number to vote during a TV show) would return a loss rate to all CSCFs, which would apply it to all 800 calls regarding of the called number.
It would be inefficient to rely on this mechanism to prevent P-CSCF overload, except for the case of complex UE playing the role of an externally attached network and generating a large amount of traffic
6.2.4.3
Example Information flow
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Fig 6.2.4.3-1: Information flow for S-CSCF Overload Load according Hilt
1. During a past INVITE, the I-CSCF get feedback about the load situation of S-CSCF-1. 

2. During a past INVITE, the I-CSCF get feedback about the load situation of S-CSCF-2

3. Incoming INVITE from UE.

4. With this information, the I-CSCF can either

a. Forward the INVITE either to S-CSCF-1 or S-CSCF-2, or

b. Refuse the INVITE request because of overload situation.

5. The Reply to the INVITE can contain an updated “oc” value.

6. INVITE Reply is sent to UE.

6.2.5
Overload Control based on IETF SOC WG solution as described in draft-ietf-soc-load-control-event-package
6.2.5.1
General

In IETF, work on SIP overload control has been moved from SIPPING to SOC (SIP Overload Control) WG.  The new name for this ID is therefore draft-ietf-soc-load-control-event-package [7] (IETF status: working group draft).

As shown in figure 6.2.5.2-1 the proposed mechanism is built upon the existing SIP event framework, e.g. the I-CSCF subscribes to a load control event package and receives filters and thresholds from the S-CSCF depending on load conditions.

6.2.5.2 
Applicability to the IMS

This mechanism would be applicable to IMS SIP servers only. Whether extensions to filter conditions (e.g. IFC-like) would be required need to be evaluated.

The following IMS entities could play the role of a SIP Notifier

-
An Application Server, in which case the role of the traffic source would be played by the S-CSCFs;

-
An S-CSCF, in which case the role of the traffic source would be played by the P-CSCFs, I-CSCFs, the IBCFs, the MGCFs, some AS; 

-
An IBCF, in which case the role of the traffic source would be played by the S-CSCFs, the I-CSCFS, other IBCFs, the MGCFs, some AS; 

As for GOCAP, it would not be appropriate for a collection of UE instances to play the role of a GOCAP Slaves, as the GOCAP Master (P-CSCF) would have to spend a significant amount of its processing resources to send restrictions to all registered UEs while each of them would account for a small amount of traffic. Complex UE playing the role of an externally attached network and generating a large amount of traffic might be an exception.

6.2.5.3
Example Information flow
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Fig 6.2.5.3-1: Information flow for S-CSCF Overload Load according SHEN
1. I-CSCF SUBSCRIBE to overload event notification of S-CSCF-1.

2.  I-CSCF SUBSCRIBE to overload event notification of S-CSCF-2.

3. A User INVITE comes to I-CSCF

4. The I-CSCF has actual information about the overload in S-CSCF-1 and -2 and can

a. Refuse the INVITE request because of overload situation, or.

b. Forward the INVITE either to S-CSCF-1 or S-CSCF-2.

5. INVITE Reply is sent to I-CSCF.

6. INVITE Reply is sent to UE.

6.2.6 

High Level Summary

The following table provides a high level summary of the key properties of the overload control mechanisms described in clause 6.2.3, 6.2.4 and 6.2.5.
	
	GOCAP
	draft-ietf-soc-overload-control
	draft-ietf-soc-load-control-event-package

	Applicability
	Any type of traffic
	SIP traffic
	¨SIP traffic

	Restriction Type
	Filter-based restrictions
	Global Restrictions
	Filter-based restrictions

	Mode of operation
	Traffic Independent
	Feedback
	Traffic Independent

	Model
	Rate-based (leaky bucket)
	Loss-based (default)
Rate-based

Window-based
	Rate-based (call gap)

Loss-based

Window-based

	Transport
	XML embedded in SIP NOTIFY request or Diameter PUR command
	Parameters in the Via header field of SIP responses
	XML embedded in SIP NOTIFY request
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