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Discussion

This is a re-submission of a discussion document first discussed in SA2#78 (San Francisco), with some updates.

There are proposals described in TR 23.812 for a new Load Detection Function to be defined. We examine in this paper whether this needs to be done..
The LDF is proposed to collect load information from CSCF’s and provide it to DNS. Since the entity requesting a CSCF based on load information only sees DNS there is only a need for a new function (LDF) and reference points if there is a need to provide inter-vendor operation, or defined behaviour at the LDF. 
However DNS standards already provide several ways to adjust and exchange load information, including in “near real time”. A centralized DNS server has indeed several ways to obtain load information from the CSCFs from different vendors, and make them available as SRV records to the whole (or part of the) IMS network: 

1) A centralized DNS may be updated by each IMS Network elements using a standard DNS mechanism such as Dynamic DNS (RFC 2136). This solution requires some network domain naming coordination, but does not involve any new protocol. It does require that NE implements the RCF 2136 to provide weight updates to the centralized DNS. Alternatively, it is also possible that multiple NEs from the same vendor provide a common DNS agent in order to update the centralized “inter-vendor” DNS server using RFC 2136. Then, the way by which the DNS agent is fed with the weights from its own NEs may be proprietary.
2) A centralized DNS may be updated by each IMS Network elements using zone transfers and incremental zone transfer (RFC 1034 and 1995 respectively). This solution does not involve any new protocol, but does require that NEs defines its own local zone domain and implements its own local DNS as the authoritative DNS of this local zone. 
It is also possible that multiple NEs from the same vendor define a common local zone domain and provide a common DNS authoritative domain server in order to update the centralized “inter-vendor” DNS server using RFC 1034 and 1995. Then, the way by which the DNS authoritative domain server is fed with the weights from its own NEs may be proprietary.

3) A centralized DNS may simply update the weights by sending SRV DNS resolution request to each IMS Network Elements for which it needs to provide a common consolidated domain. This solution does not involve any new protocol, but does require that NEs defines its own local zone domain and implements its own local DNS as the authoritative DNS of this local zone. This option is the safest and easiest to set up, since the centralized DNS does not need to authorize NEs to access and change it. 
It is also possible that multiple NEs from the same vendor define a common local zone domain and provide a common DNS authoritative domain server in order to resolve SRV records requests from the centralized “inter-vendor” DNS server. Similarly, the way by which the DNS authoritative domain server is fed with the weights from its own NEs may be proprietary
Based on the overall options described above and the example implementation option given below we believe this isn’t necessary.

The proposed options use the following have the following characteristics:
· Use DNS SRV records

· SRV records provided the list of hosts available to a given destination

· SRV records provide the weight information for optimal distribution

· Each system has its own Local Zone Domain (Option 2 and 3 only)
· The weights of the records for each system in DNS are constantly adjusted, based on proprietary implementations of load measurement and reporting in each system

· If all systems do the same then DNS will implicitly have load information for every host. There is no need then for any new inter-vendor interfaces (and the new development costs and inter-op testing that they would require) since existing DNS and SIP routing standards would be followed.

Additionally there are issues in trying to define the LDF within 3GPP (and particularly, within SA2) given the protocols that have been proposed to involved (DNS, SNMP).
When the DNS load distribution scheme as proposed above is applied, the load information from any destination is always available to any other system, just by using the existing DNS mechanism. Therefore, it is always possible to calculate an optimal distribution from anywhere over multiple "multi-vendors" destinations, providing that the meaning of the weights is understood. In essence, this would be like distributing the LDF function in each entity that needs to distribute the load over multiple locations. (Note that you do not need such distributed LDF function if you do not distribute over multiple locations). The interesting aspect is that never a new interface definition is required, since the standard DNS system is used. 

A separate (logical) function such as the LDF might allow standard algorithms to be defined, but it isn’t clear, as least for now, to us that trying to define such standard algorithms is necessary, and it may well prove to be difficult to achieve consensus on the detail of such algorithms. The above implementation alternative can be regarded as distributing the functionality of LDF (translating the physical status of systems into DSN weights) into all systems and letting each vendor provide there own algorithms to calculate the weights. The key point of this solution is to define the unified meaning of the weights and to standardize it.
Proposal
SA2 should discuss whether a solution should be pursued  involving systems updating DNS weighting to allow load balancing across those systems. This could be implemented, for example, in TS 23.228 clause 5.1.1.1 (DHCP/DNS procedure for P‑CSCF discovery).[image: image1.png]
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