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Summary

This document describes issues of Core Network Overload that appear to be caused by RNC restarts and suggests some ideas for solutions.

The subject matter of this document also appears to be relevant to CT1’s work in TR 24.826 v0.3.0 on “Study on impacts on signalling between UE and core network from energy saving”, where the CN impact of switching off base stations to save energy is being considered.

Proposals

a) It is proposed that the following revision marked updates to TR 23.843 v0.1.0 are agreed.

b) It is proposed that offline mechanisms are used to make CT 1 aware of this TR/tdoc with regard to their work on TR 24.826.

4
Scenarios and problem analysis for core network overload
4.1
General

The following clauses describe and analyse scenarios which may cause overload of  core network entities due to high signalling load caused by, e.g.
1. Flood of registrations caused by special mobility events

· Mass of mobile users attempting simultaneously to perform registration procedures such as Attach or location updating. Examples are scenarios where a train or bus is crossing LAI/RAI boarders, or a big plane arrives at an airport.

NOTE:  These scenarios and potential solutions may be similar to those that were addressed by the former “Registration in Densely-Populated Area (RED)” work item which are documented in TR 23.880..
2. Frequent RAT-reselection due to scattered 3G/4G coverage
· Frequent loss of broadband coverage may potentially cause extremely frequent intersystem change activities by e.g. smart phones. 

3. Flood of registrations after O&M operations

· Restart of RAN nodes (i.e. RNC and BSC) may cause a massive number of registration attempts,  depending on the behaviour of the base stations controlled by the restarted RAN nodes. This is discussed in more detail in sub-clause 4.2
· Restart or failure of CN nodes which handle  mobility management (MSC server/VLR, SGSN, MME) 

NOTE:  A related study item dealing with CN node failures in EPC is performed by CT4. The work is  documented in TR 23.857.
1.1 4.2
Scenario  1: Overlaid RATs and failure of RAN node
NOTE: While the following description focuses on GSM and UMTS, it may also be applicable to other combinations of RATs.
Many geographic areas are now covered by more than one radio technology (e.g. GSM and UMTS) and many of the customers in those areas have devices that support both GSM and UMTS.  

Typically the GSM/UMTS cells are configured with (release 99) neighbour cell/cell reselection information that ‘push’ GSM/UMTS devices to UMTS whenever there is [reasonable] UMTS coverage.  In Release 8, the adoption of “absolute priorities” for RAT re-selection, seems to mean that the GSM/UMTS/LTE device will change to the highest priority RAT whenever it has even minimal quality coverage of that RAT.

It seems that when some RNCs restart, they issue commands to the NodeBs that cause the NodeBs to themselves restart and/or to do ‘something’ to their control channels (e.g. perhaps to set the cell as “barred”, or, to stop transmitting any power on the pilot channel ?) . In turn, it appears that this disruption of the control channels cause the mobiles to perform cell reselection. If all the NodeBs are in a similar, restarting, situation then the mobiles move to GSM.

Typically the GSM cells are in a different Routing Area and frequently a different Location Area to the 3G cells. Hence the mobile performs an LA and RA update. While camped on the GSM cells, the received neighbour cell information and cell reselection parameters encourage the mobiles to keep looking for UMTS cells. So, within seconds of the UMTS cells completing their restarts, the mobiles return to UMTS and perform another RA and LA update.

This can be the cause of a huge surge in Mobility Management signalling that can damage MSCs/SGSNs and/or HLRs.

Note that currently the behaviour of GSM BSCs upon restart may be less of an issue. This is because, IF their BCCHs are switched off upon BSC restart, the 2G-only devices have no other RAT to select to, and, any GSM/UMTS/LTE devices will probably be already camped on UMTS/LTE if there is any coverage. 

4.3      Scenario 2
5
Architecture Principles
The study should follow the principles as defined below:
1. Already specified overload control means as well as tools available to manage or handle the overload scenarios should be examined and preferred, if they are adequate, and these should be improved if possible, or if deemed necessary. 

2. General overload handling solutions that work regardless of the cause are preferred.

3. The study will focus initially on providing a solution that does not require UE modifications. However the study does not preclude the possibility for improving UE behaviour.
6
Solutions and function flow descriptions
6.1
Improved Control of user registration attempts 

6.1.1       Introduction
This section addresses solutions which provide improved control of user registration attempts in order to avoid unnecessary load of core network entities involved in mobility management, i.e. MSC/VLR, SGSN, MME  and HSS/HLR, e.g.:

· Flexible network control of Attach and location updating procedures (LAU, RAU, TAU) to avoid overload of core network nodes,

· Avoiding frequent RAT reselection when ISR is not applicable.

The solution space includes, 

· existing concepts, such as:

· control of UE inter RAT-activities of the UE  by appropriate setting of parameters impacting inter-RAT cell selection/reselection
· selective RA update procedure

· deployment of ISR functionality

· improvements to existing concepts and new concepts, such as, e.g.:

· additional  cause values in registration reject messages indicating core network overload  

· overload control functionality developed under the NIMTC work item

6.1.2
Ideas for RAN node restart CN overload prevention

With the possible exception of O&M specifications, the following mechanisms are believed to be achievable with the existing 3GPP specifications.
When performing RNC/(e)NodeB restarts:

a)  use Access Class Barring bits on the (e) NodeB rather than Cell Barring. This is because ACB shall not trigger cell reselection while Cell Barring shall trigger reselection.

b) do not restart all the nodeBs/UMTS cells at the same time. By staggering the time of nodeB restarts, most mobiles will perform intra-UMTS cell reselection and remain in the same LA/RA, rather than performing inter-RAT cell reselection.

c) do NOT use GSM features that dynamically allocate extra SDCCH signalling channels. This is because GSM radio interface signalling channel congestion can be used to slow down the rate at which mobiles update to 2G. 
This is particularly useful as, until 4 (CS domain) / 5 (PS domain) failed GSM access attempts, the mobile’s temporary 3G core network IDs and registered 3G LA/RA are not deleted, thus, a return to 3G during this period does not lead to any update to the 3G nodes.

d) activate ACB on GSM cells while performing a UMTS restart in that geographic area. (This can delay the 2G LA/RA update and hence avoid the deletion of the UMTS temporary IDs and registered LAI/RAI).
e) on UMTS cells activate ACB for “mobility management events” while performing a GSM or LTE restart in that geographic area. . (This can delay the 3G LA/RA update and hence avoid the deletion of the other RAT’s temporary IDs and registered LAI/RAI).
f) configure GSM cells/BSC to reject/delay/ignore Channel Request messages that indicate mobility management events, (This can delay the 2G LA/RA update and hence avoid the deletion of the UMTS temporary IDs and registered LAI/RAI).
g) configure GSM cells/BSC, to locally (from within the BSS) return Location Update Reject messages (e.g. with a cause value indicating “search for other LAs in this PLMN”) . 
6.2
Solutions targeting at HSS/HLR overload prevention

6.2.1       Introduction

This section addresses solutions aiming to prevent HSS/HLR overload, e.g: 

· minimizing HSS/HLR interrogations in registration procedures,

· optimization of HSS/HLR message content,

· mechanisms to enable core network nodes (MSC/VLR, SGSN, MME) to obtain information on HSS/HLR load status.

The solution space includes, 

· existing concepts, such as:

· provision of Super-Charger functionality as defined in  TS 23.116 [3] 
· overload protection function for HSS  using Diameter  (see e.g. RFC 3588 [4])

· avoidance of unnecessary authentication procedures
· new concepts, such as, e.g.:

· potential optimizations in user profile download from HSSload indicators in messages sent by the HSS/HLR 

7
Conclusions
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