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Introduction
In Release 8/9, SA2 decided to mandate MBR=GBR and there was no need for the UE to know MBR since eNB already assigns PBR based on GBR.
However, SA decided to allow the network to set MBR>GBR to support applications that’s capable to perform rate adaptation. For instance, an application can generate nominal rate of x, which will be close to GBR but if there’s extra bandwidth given by the network, the application can increase its rate up to MBR. However, the application should not increase its rate beyond MBR.
In this contribution, we discuss whether there is a need for new procedures to handle MBR>GBR in RAN2 specs.
Discussion
For DL, since the eNB schedules all the traffic and has full knowledge of GBR and MBR, the eNB can assign the correct resources for the traffic so that GBR is guaranteed and traffic greater than GBR but lower than MBR can also be sent if resources are available. No standard changes are needed to handle MBR>GBR.

For UL, currently there is a 2-round scheduling in the logical channel prioritization (LCP) procedures:

· The 1st round ensures all PBR’s of all logical channels are met

· If there’s any excess, the 2nd round ensures all the logical channels are served in decreasing priority order including the logical channels in the 1st round.

We identified two issues if we reuse the existing LCP:

· Issue 1: suppose we have one MBR>GBR flow (LC1) that has the highest priority and there are other LC’s with lower priorities. If there are extra resources left after all GBR’s are satisfied, the current spec mandates the UE to serve the excess to LC1 first, which may lead to LC1 traffic exceeding MBR. The network will discard the excess packets and air interface resource will be wasted. Instead, a better design is for the UE to serve the excess to the other LC’s instead.

· Issue 2: if we have more than one MBR>GBR flows that have the highest priorities and there are extra resources left after all GBR’s are satisfied, then the spec mandates the UE to serve all the excess resources to the LC with the highest priority, even exceeding its MBR (which leads to packet discard in the network). Instead, a better design is for the UE to serve the LC with the second highest priority up to its MBR, then the LC with the third highest priority and so on.
To address the issues above, we propose the UE LCP should take into account the MBR setting of the LC that has MBR>GBR. More specifically, the UE should limit the resource served to the LC by no more than MBR.
In RAN2#70bis, the some questions and issues were raised and we address them in Annex B. Note that the UL MBR value is already available in UE NAS during EPS bearer setup. To have a clean interface (more for modelling purposes), we could make NAS send the MBR value to RRC, then RRC can configure MAC with this value internally inside the UE.
Proposal 1: The UE LCP should take into account the MBR setting of the LC that has MBR>GBR. More specifically, the UE should limit the resource served to an LC by no more than its MBR.
This could be achieved in two ways:

1)  Mandate the UE to respect the MBR of an LC

2)  Relax the existing LCP so when the above scenarios occurs, the UE is not mandated to send any traffic that will be discarded by the network. But rather, the UE is allowed to serve the excess resources to the next LC that has a lower priority instead.
We prefer 2 since the spec change is simpler.
Proposal 2: add a note in the existing LCP mentioning if the traffic of a logical channel has already reached MBR, the UE is allowed to stop serving that logical channel at the moment but rather serve the LC’s that have lower priorities. A text proposal is in the Annex. If RAN2 believes that further normative procedures are needed, we could also add similar token bucket procedures (e.g., let the MBR bucket = MBR× BSD and use similar accounting rules to update the MBR bucket).
Proposal

In this contribution, we discuss two issues with serving logical channels with MBR > GBR and we propose the following to address the issues:
Proposal 1: The UE LCP shall take into account the MBR setting of the LC that has MBR>GBR. More specifically, the UE shall limit the resource served to an LC by no more than its MBR.

Proposal 2: add a note in the existing LCP mentioning if the traffic of a logical channel has already reached MBR, the UE is allowed to stop serving that logical channel at the moment but rather serve the LC’s that have lower priorities. A text proposal is in the Annex. If RAN2 believes that further normative procedures are needed, we could also add similar token bucket procedures (e.g., let the MBR bucket = MBR× BSD and use similar accounting rules to update the MBR bucket).
Annex A
The UE shall perform the following Logical Channel Prioritization procedure when a new transmission is performed:

-
The UE shall allocate resources to the logical channels in the following steps:

-
Step 1: All the logical channels with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a radio bearer is set to “infinity”, the UE shall allocate resources for all the data that is available for transmission on the radio bearer before meeting the PBR of the lower priority radio bearer(s);

-
Step 2: the UE shall decrement Bj by the total size of MAC SDUs served to logical channel j in Step 1

NOTE:
The value of Bj can be negative.

-
Step 3: if any resources remain, all the logical channels are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.

-
The UE shall also follow the rules below during the scheduling procedures above:

- 
the UE should not segment an RLC SDU (or partially transmitted SDU or retransmitted RLC PDU) if the whole SDU (or partially transmitted SDU or retransmitted RLC PDU) fits into the remaining resources; 

-
if the UE segments an RLC SDU from the logical channel, it shall maximize the size of the segment to fill the grant as much as possible;

-
UE should maximise the transmission of data.
-
UE is allowed not to serve a logical channel which has its MBR fulfilled at the moment. 
Annex B

Question: Where in NAS is MBR available in the UE?

Answer: The UL MBR information is available in NAS “EPS Session Management (ESM) information elements”. See TS42.301 subclause 9.9.4.3 excerpted below.

“9.9.4.3
EPS quality of service

The purpose of the EPS quality of service information element is to specify the QoS parameters for an EPS bearer context.

The EPS quality of service information element is coded as shown in figure 9.9.4.3.1 and table 9.9.4.3.1.

The EPS quality of service is a type 4 information element with a minimum length of 3 octets and a maximum length of 11 octets. Octets 4-11 are optional. If octet 4 is included, then octets 5-7 shall also be included, and octets 8-11 may be included. If octet 8 is included, then octets 4-11 shall also be included. The length of the EPS QoS IE can be either 3 octets, 7 octets or 11 octets.
Refer to 3GPP TS 23.203 [7] for a detailed description of the QoS Class Identifier (QCI).

	8
	7
	6
	5
	4
	3
	2
	1
	

	EPS quality of service IEI
	octet 1

	Length of EPS quality of service contents
	octet 2

	QCI
	octet 3

	Maximum bit rate for uplink
	octet 4*

	Maximum bit rate for downlink
	octet 5*

	Guaranteed bit rate for uplink
	octet 6*

	Guaranteed bit rate for downlink
	octet 7*

	Maximum bit rate for uplink (extended)
	octet 8*

	Maximum bit rate for downlink (extended)
	octet 9*

	Guaranteed bit rate for uplink (extended)
	octet 10*

	Guaranteed bit rate for downlink (extended)
	octet 11*


Figure 9.9.4.3.1: EPS quality of service information element”
Comment: Since typically MBR will be set to the maximum UL data rate that can be generated by the application, the application traffic should not exceed the MBR.

Response: 

1.  We should not be relying on compliance by the application.  These are not tested by the operator.  In some cases the application may be on a laptop or a downloadable app on an iPhone/Android OS.

2.  For some applications, the MBR parameter is unknown because the b=AS SDP parameter is not relevant (see RFC4566 Session Description Protocol section 5.8, which mentions b=AS for RTP-based apps but not other apps (e.g., http).  One example are the HTTP-based applications that are mentioned in R2-104191.
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