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Abstract of the contribution:  By analyzing relationship of bearer characteristics ARP and QCI, and the associated network functions (such as those of packet scheduler), this discussion paper suggests certain course of action on the roles and use of these bearer parameters for eMPS, particularly
· the scheduler should not be restricted by the standard (see associated CR to TS 23.401 in Tdoc S2-103832);

· a CR to designate QCI value of 6 for mandatory use of certain eMPS bearers can be achieved in a much more flexible way by simply removing the above restriction;
1. QoS Characteristics of Bearers
Quality of Service design approach is based on bearer QoS characteristics (QCI and ARP), which should be familiar to knowledgeable readers.  As such, they are summarized here as a refresher, which may be skipped by most readers.
The two principal QoS bearer characteristics are QCI and ARP (see TS 23.401 and TS 23.203).  Defining these two distinct characteristics in the standards was a good decision.  It provides flexibility, but also a possibility to combine these two aspects of bearer QoS.  These two bearer characteristics, though distinct, are inseparable.  For example, bearer assignment is a single command, which contains both ARP and QCI values.

a. QoS Class Identifier (QCI):  QCI conveys bearer characteristics pertaining to the service itself, namely.
· Resource type:  GBR or non-GBR

· Delay tolerance

· Packet loss tolerance

· “Priority”, which should be thought of as a rank of importance of the type of service the bearer is carrying, all other things being equal.  This characteristic can be perplexing at times, since ARP uses the term priority in a different sense (see below).

b. Allocation and Retention Priority (ARP):  This characteristics denotes user rank when applied to eMPS, as opposed to service rank (see highlight above), consisting of:
· Priority Level of the user

· Pre-emption capability

· Pre-emption vulnerability
Many jurisdictions disallow pre-emption (removal of a bearer in order to allocate resources to a higher priority bearer).  This is assumed in further text, since solutions when pre-emption is used are comparatively trivial.
There are two key roles of QCI and ARP in the context of eMPS:  Bearer Admission and Retention; and Packet Scheduling.  Each is discussed in subsequent sections. 

2. Bearer Admission and Retention
Bearer Management consists of decisions to admit a bearer when a service is invoked, and retain a bearer, when faced with shortage of resources that is so bad, that a bearer may need to be dropped by a network node.  In such a case, the bearer is not dropped as a result of pre-emption, hence this would not violate any rules disallowing pre-emption.  Rather, what led to dropping is physical resource limitation that had developed, for example, due to mobility (users are rushing to cells along an evacuation route).
An important point worth making:  Though 23.401 states that ARP is used for admission (there is no mention of QCI for such role), the fact is that ARP alone cannot be the only criterion.  Admission decision also depends on QCI, bit rates, etc.  This serves to illustrate the “inseparable” nature of ARP and QCI; Each only partially describes a bearer.  This applies for admission/retention decisions, as well as packet scheduling (see below).   By the same logic, bearer’s QCI “priority” parameters should be considered in dropping decisions.  This has some repercussions on the need to upgrade IMS Signalling Bearer on MT call leg, but is not further elaborated in this paper.
3. Packet Scheduling
Scheduler performs a very complex function.  With multiple bearers being served by a node, the scheduler decides on a packet-by-packet basis which packets to line up for transmission towards that packet’s destination.  Most critical scheduler function is in eNodeB, for a variety of reasons, not the least of which is that throughput bottleneck is typically the radio link.

Adding to the complexity of eNodeB scheduler tasks are:

· Time variability of radio link quality 

· Complexity of radio link medium access control (MAC)

· Statistical variation in the volume of data (volumes in packet data services can fluctuate considerably in a short term)
· Mobility effects, with new bearers being added due to handing in, and removed due to handing out

The most critical requirement for the scheduler is to maintain the QoS for each of the multitude of bearers being active in that node, in face of all these complexities.  When traffic load is relatively light, this is not an issue.  As traffic increases approaching congestion, this becomes more difficult, constituting a critical performance differentiating item.

In large part the decisions related to coping with congestion are a function of what the packet scheduler does, for example:

· Has a congestion thresholds been reached (there may be multiple thresholds)

· When and how admission regimes should change

· Should some packets be dropped and which ones

· Should a bearer or bearers be dropped and which ones, etc.  

One keen manifestation of congestion is that scheduling queues enlarge.  Thus congestion may be relieved if some packets are dropped.  When deciding to drop a packet, the scheduler must weigh in the nature of the service (expressed in QCI), but also the priority of the bearer, which is expressed in ARP.  For example, given two identical services, one belonging to a user with low priority, another belonging to a user with high priority, the scheduler should drop a packet belonging to the one with low priority.  Here we see clearly that ARP must not be restricted from being used by the scheduler, though such usage is not necessarily compelled.

We arrive to a similar conclusion for more fundamental reasons.  Scheduler should differentiate in the performance between a high priority and a low priority user, both of which use identical service, by placing the high priority user’s packet in the transmission queue in preference over the packets for low priority user (while still within delay tolerance boundary of that service).

Conclusion 1:  In principle, scheduler should not be specified nor restricted in the standard.  Specifically, ARP must not be restricted from being used by the scheduler.  There is no way to enforce any restrictions anyway, since schedulers are proprietary.  The intent of the associated CR is to change TS 23.401 accordingly.
Note that, if a vendor’s design uses solely QCI for the scheduler function, it would not be forbidden with this CR.

The TS 23.401 CR removes the following segment from the text explaining the role of ARP:  “Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control). Such packet forwarding treatment should be solely determined by the other EPS bearer QoS parameters: QCI, GBR and MBR, and by the AMBR parameters.”

To summarize, there are several compelling reasons why this should be removed:
· Unduly restricts scheduler design;

· Disallows technological progress in scheduler design

· Cannot be enforced in any Stage 3 specifications, since no specific protocol or other actions can result from such restriction

· Can have undesirable effects in associated specifications, such as definitions of QCI values (see below)

One of the undesirable effects on specifications, if the subject segment is retained, is a proposed specific value of QCI of 6 for eMPS, and only for certain services (e.g. “TCP-based services/applications”, as stated in one such proposal).  
If one wants to logically think of QCI as being the sole factor in scheduling decisions, one can formulate a QCI’, which is composed from QCI and priority for eMPS Service Users reflected in designated ARP value set.  That is effectively what QCI=6 proposal does:  It takes one type/class of services, combines with a set of ARPs for eMPS, and labels it QCI=6.

Thus bearers served by a node can use this new QCI’ to label the eMPS “TCP-based services/applications” bearers, and proceed without having to specifically standardize QCIs for priority users.

Concussion 2:  Designating QCI value of 6 for eMPS users of one type of service reserved for Priority Users is not necessary.  The same thing could be accomplished by simply combining that service QCI with the ARP associated with priority users.  In fact, that provides added benefit of performance differentiation as a function of Priority Level.
QCI=6 proposal has other complicated implications, e.g., it requires that both ARP and QCI be changed when priority on demand is invoked, but only for certain types of services.  This means that now the procedure for such upgrades of bearers need to have two cases, one when QCI=6 is assigned, and another when it is not.  In contrast to that, simply upgrading the ARP, and leaving up to the scheduler to apply its internal logic is much simpler.
4. Conclusion
In conclusion, removal of the problematic segment in TS 23.401 not only frees the scheduler designers and allows technological evolution, but also reduces complexities in other specification aspects, such as the need to change bearer QCI when priority is invoked, or to redefine the fundamental role of this QoS parameter.
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