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1
Introduction
ETSI TS 182 025 has defined an architecture for Business Trunking for the Next Generation Network (NGN). It contains two main scenarios, subscription based business trunking and peering based business trunking (PB BT). Because the architecture for PB BT was underspecified, TISPAN has started to further detail the PB BT architecture.  TISPAN sent an LS to SA2 that was received at SA2#79 (see S2-102077) requesting feedback on the proposed PB BT architecture.

2
Background
The architecture proposed by TISPAN in the LS for peering based business trunking is visualized in the following figure. It includes the 2 main use cases “call to IPPBX (dotted)” and “call from IPPBX (straight line)”.
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The proposed architecture has the following key properties

-
IPPBX has a Service Profile in HSS (for unregistered user)
-
A S-CSCF will be allocated for the enterprise for service interactions, and all calls for that enterprise will be handled by that allocated S-CSCF. 
-
An Application Server is triggered for routing and providing business communication services.

-
originating call/call from IPPBX: IBCF (adds orig to Route) -> I-CSCF (+HSS) -> S-CSCF

-
terminating call/call to IPPBX: I-CSCF-> S-CSCF -> AS provides Route header -> IBCF

3
Discussion
3.1
General

An IPPBX can contain 10 000 or more users, i.e., the peering based business trunking is intended to be used for large enterprise networks.

An IPPBX can have different traffic characteristics.

-
If the IPPBX is a call center, it primarily initiates outgoing calls; the call center agent will be active almost all the time; there are very few incoming calls.
-
If the IPPBX is a service center, it primarily handles incoming calls, with many users queued in either the public network or in the IPPBX.

-
If the IPPBX is used by a large enterprise, it handles a mix of incoming and outgoing calls.
Although the architecture shows a single IPPBX, the enterprise in the real world will have many sites and thus many IPPBX. These sites may be interconnected via a private IP-network or through IMS. This document assumes interconnect through IMS. The enterprise may also have a combination of IPPBX’s and hosted enterprise services (also known as Centrex).

3.2
Scalability, Redundancy, and Load balancing
When reviewing the proposed architecture from TISPAN, it is apparent that it reuses similar way of connecting the IP PBX to IMS as for subscription based business trunking. I.e., the whole IP PBX is added as a subscriber in the network, and is thereby allocated a single S-CSCF that handles the routing of originating and terminating calls (and invocation of AS). The main difference with the subscription based business trunking, is that the peering based business trunking connects to IMS through the IBCF rather than the P-CSCF. This also implies that only unregistered triggers will be used to invoke the AS. 
From a scalability and redundancy perspective this will then imply that: 
-
All traffic to/from the enterprise network must go through the same S-CSCF, as all traffic share the same user profile and service trigger. 

-
If the S-CSCF goes down, all traffic to the enterprise network will be lost. 

-
When dimensioning and load balancing the system, you will need to take into account that the subscriber profile representing the enterprise will generate a huge amount of extra traffic compared to an average user. Hence, there may be a need to try to distribute these users to dedicated nodes. And as these “users” are not performing normal registration where existing load balancing may take place, but are allocated on unregistered base, the interaction with the load balancing for normal users may need to be considered. 

Many of the above problems are similar to the subscription based business trunking defined. However, for the peering based business trunking, it can be expected to not only cover small and medium enterprises, but also large enterprises. Hence, the problem of scalability and single point of failure becomes more severe. In fact, there does not appear to be any significant value of a peering based business trunking architecture compared to subscription based architecture, and it is then very questionable why the two different architectures are defined at all. 
It is felt that a fundamental requirement for interconnecting peering based business trunking would be that the IMS network shall be able to provide proper load balancing, redundancy and scalability equivalent to what is provided in transit scenarios. It could be noted that peering based business trunking is very similar to transit, where the IMS network is mainly used to route the call to/from the interconnecting enterprise network. If we compare with a transit scenario today, the routing within the IMS network in the transit case is done in a distributed fashion. I.e., there will not be a single CSCF / BGCF allocated for all traffic from the interconnect, but the traffic can be evenly distributed among the functions. Similar use would be prudent also for the peering based business trunking scenarios to avoid difficult dimensioning of the system, single point of failure etc. 
4
Conclusion 

The current proposal from TISPAN shows a number of limitations such as single point of failure, difficulty in dimensioning the system etc. It is felt that there is a fundamental need to ensure that the requirements for interconnecting to a corporate network are discussed in more depth before agreeing on a final solution for how to interconnect. It is furthermore recommended to consider requirements on scalability and load distribution that are more similar to transit routing. 
5
Proposal 

It is proposed at this stage to not recommend TISPAN to go for the interconnect architecture as proposed, on the fact that it will be difficult to scale, provide reliability/redundancy, and dimension. 
Two approaches could then be taken:

1
to start up work in SA2 to study how to interconnect networks over the NNI, both covering the TISPAN peering based business trunking but also allowing to take into considerations general requirements from other bodies, and by doing so ensure that an architecture is agreed that can be used in general. 

2
let TISPAN go on with their own studies and allow them to come back to SA2 with alternative ways for evaluation. 
Option 1 is considered the preferred approach, as a solution that also solves the scalability, redundancy, and dimensioning may very well have Common IMS impacts, and thereby falls within the scope of 3GPP rather than TISPAN.
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