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1. Introduction
GI-DS-Lite [draft-gundavelli-softwire-gateway-init-ds-lite-03] was introduced as a possible solution for overcoming the shortage of IPv4 addresses during the IPv6 migration process. This paper examines the merits of GI-DS-Lite against having a traditional NAT (NAT44) function within a PDN-GW.

More specifically this paper addresses the following issues: 

· Over 16 million RFC 1918 address users are served in a PDN identified by a single APN;

· Over 16 million RFC 1918 address users are served by a given PLMN;

· GI-DS-Lite implications to the EPS architecture.

2.  Over 16 million RFC 1918 addresses are served in a PDN identified by a single APN

Typically, a single physical PDN-GW can serve an order of few million UEs in maximum. As the amount of traffic per user increases it is not expected that there will be a major increase in this number. Therefore, we can expect a single PDN-GW and a PDN identified by a single APN can hardly ever reach the point where a PDN-GW would need to hand out more than 16 million RFC 1918 addresses. It looks evident for time being that a single or even a small cluster of PDN-GWs implementing collocated NAT44 functions should not run out of RFC 1918 addresses for one APN. Figure 1 illustartes a deployment disussed here.
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Figure 1: NAT44 collocated in a PDN-GW for each APN
In a case multiple PDN-GWs serve a single RFC 1918 addressed PDN identified by a single APN, the RFC 1918 address space must be partitioned so that overlapping does not happen between PDN-GWs serving the PDN. This is a pure address management issue and issuetrated in Figure 2.
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Figure 2: Private RFC 1918 addressed PDN with multiple PDN-GWs and non-overlapping address spaces
However, it is also possible that multiple PDN-GWs serving the same APN would go beyond 16 million RFC 1918 addresses. In this situation the APN has to be partitioned into independent PDNs with overlapping RFC 1918 address spaces. This is a pure network deployment issue. In this deployment model the NAT44 functionality can be located either in a PDN-GW or at the edge of the RFC 1918 addressed PDN and the public Internet. The model where NAT44 functionality is collocated in a PDG-GW is illustrated in Figure 3. 
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Figure 3: Overlapping RFC 1918 address spaces for the same APN and NAT44 collocated with a PDN-GW
The deployment model where the APN has been partitioned multiple independent PDNs is illustrated in Figure 4. Here the NAT44 functionality is distributed between each independent & private RFC 1918 PDN and the public Internet.
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Figure 4: Overlapping RFC 1918 address spaces for the same APN and distributed NAT44
3.  Over 16 million RFC 1918 addresses are served by a given PLMN
If a PLMN needs to provide more than 16 million RFC 1918 addresses to its own subscribers, then neither GI-DS-Lite nor NAT44 can solve this problem without additional deployment considerations. In both cases, additional functionality would be needed to relay the NAT-bindings to the service infrastructure. Therefore, GI-DS-Lite does not provide any benefit compared to NAT44 collocated in a PDN-GW. This deployment model is actually the same what was already illustrated in Figure 3 and 4. The only difference is that the APNs may be different.

4.  GI-DS-Lite implications to the EPS architecture
4.1 Split tunneling and splitting the SGi/Gi
In this scenario, NAT44 functionality would be located in the AFTR, which would also be the first hop router from IPv4 traffic point of view, while IPv6 would be natively routed from PDN-GW. In other words, the SGi/Gi interface is handled differently depending whether there is AFTR for IPv4 traffic. This also changes the assumption 3GPP specifications have had so far how PDNs see the addressing of the traffic coming from SGi/Gi interfaces. As of today, the addressing seen on SGi/Gi is factually the same as seen by the UEs.Threfore a number of functions (e.g. policy control) should be implemented in both, PGW and AFTR, which would makes the SGi/Gi handling much more complex than it is today. Figure 5 illustrates the architectural implications discussed here.
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Figure 5: Impacts of GI-DS-Lite to SGi/Gi and PDN assumptions
NAT44 functionality, when RFC 1918 addressing is used in existing deployments, is typically placed at the edge of the operator internal PDN and the public Internet. The split SGi/Gi changes this model considerably. It should be noted that the split SGi/Gi issues partly also concern the case where NAT44 functionality is collocated in a PDN-GW. However, in the collocated case, there is no need for new interfaces. Required mappings and the new functionality can be handled on existing interfaces and within the PDN-GW.

4.2 Implication on PCC architecture
GI-DS-Lite will make flow based charging, policing and deep packet inspection functions in PDN-GW rather complex, because the flow based functions in PDN-GW would need to find out the NAT-bindings managed in the AFTR. The NATed addressing has to be mapped somewhere in PCC e.g. in PCRF to the addressing seen by PDN-GW and UE. Therefore an additional policy control interface between PCRF and AFTR would be needed. Practically this would mean splitting the policy control functionality between PDN-GW and AFTR. Implementing such functional splitting would increase complexity of PCC functions significantly. The policy control related signaling between nodes would be multiplied adding extra latency for flow based policy and charging decisions and enforcement.
5.  Conclusions
Based on the above discussion our conclusion is that NAT44 and few other considerations is sufficient to support the migration period, more specifically to address the problems listed in the beginning of this paper. 
Below there is a list of initial ideas how to support migration with NATT44:

1. Using native IPv4 and IPv6 in the network;
2. Deploying NAT44 in each PGW, if necessary;
3. Finding some simple method for relaying the NAT-binding data forward, such as syslog or some other 'dump'-protocol for legacy support;
4. Load balancing to solve the '16 million RFC 1918 address problem';

5. Accept the fact that more than 16 million RFC 1918 addresses require network segmentation and deployment of overlapping RFC 1918 address spaces. This has the unfortunate implication that a PDN identified by a single APN and using RFC 1918 addressing cannot be larger than 16 million subscribers if subscribers must be uniquely identifiable by their RFC 1918 address.

6.  Proposal
It is proposed to agree that NAT44 function at a PGW is sufficient during the IPv6 migration period and only standardize the minimum required change to existing interfaces such as Gx.

If this concept is agreed Nokia Siemens Networks is happy to provide the necessary CRs.
