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Abstract of the contribution:
This contribution proposes an offload mechanism for LIPA and SIPTO based on Solution 2, including offload policy configuration, communication and execution. 
1. 
Introduction

Solution 2 in TR 23.829 gives out a solution with which the UE can activate a single PDN connection for LIPA, SIPTO, and traffic going through the mobile operator’s Core Network. The key issue of this solution is how does the H(e)NB Subsystem choose the traffic to be offloaded. Section 5.3.2 of Solution 2 stated that:

-
The Home (e)NodeB Subsystem has the ability to drag/insert the LIPA and SIPTO traffic from/into PDN connection per operator policies (e.g. destination address, port number, etc.);
However, the current solution doesn’t make it clear how the H(e)NB acquires the “operator policies” mentioned above, and how the operator policies work. Here in this proposal we address that the policies used by the H(e)NB Subsystem to offload traffic are determined and provided by the network, which ensures the operator the full control of LIPA/SIPTO.
The following paragraphs explain the working steps of the offload mechanism, including policy acquisition, communication and execution.
2. 
Discussion

The offload mechanism includes three steps: offload policy configuration, decision making and policy execution. 
(1) Configuration of offload policy
It has been agreed that it is the network which makes the decision on whether LIPA/SIPTO could be enabled, and informs the H(e)NB Subsystem which traffic should be offloaded. To do this, the decision-making node (i.e. MME or SGSN) in the network must be equipped with some policies as decision baseline. These policies may be a certain APN, a certain application protocol or certain destination IP address(es), or a combination of the above. 
Several methods can be used by the decision-making node to acquire offload policies:

1. By OAM. OAM could configure policies with different granularities (per APN, per application protocol or per destination IP address(es)) in MME/SGSN to define traffic flows with certain attributes to be offloaded.
2. By translating related information in subscription data (e.g. a flag associated with an APN in the user’s subscription) or from the information reported by the RAN (e.g. the range of IP address of the H(e)NB associated residential/enterprise network).
Offload policies mentioned above should be static in a relatively long time period so as to be used as decision baselines.
Proposal 1: The network uses offload policies to determine whether LIPA/SIPTO could be activated and which traffic flow should be offloaded. These policies could be configured by OAM, or acquired from subscription data or RAN information.
(2) Decision procedure using offload policies
The MME/SGSN is triggered to determine whether LIPA or SIPTO can be activated whenever receiving the UE requested session management messages e.g. PDN connectivity Request, bearer/PDP context activation or modification request, etc. With offload policies configured in MME/SGSN, the decision procedure is actually a matching process between the request message and the offload policies.

· If the offload policy represents a certain APN, then the MME/SGSN checks whether the requested APN matches the APN defined in the policy.

· If the offload policy has a more fine-grained granularity, i.e. per application protocol or per destination IP addressed, then the MME/SGSN have to inspect other parts of the request message to decide whether it matches the Offload policy.

If the request message matches the Offload policy, then the network decides to activate LIPA/SIPTO, otherwise the traffic remains go through the core network.

Proposal 2: When receiving UE requested session management messages, the network determines whether LIPA/SIPTO could be activated based on offload policy.
(3) Communication and Execution of Routing Policy
When MME/SGSN decides to enable LIPA/SIPTO, MME/SGSN creates traffic filters for each UE according to the policy and sends Routing Policy to H(e)NB. Routing policy may take the form of traffic flow attributes (e.g. TFT) or an indication. H(e)NB filters traffic flow using the Routing policy:
· If it is indicated by the routing policy that all traffic associated with an APN or a bearer/PDP context should be offloaded, then the H(e)NB system routes the traffic to the residential/enterprise network.

· If it is indicated by the routing policy that only certain traffic flow with certain application level characters should be offloaded, then the H(e)NB Subsystem performs packet screening and drags or inserts LIPA/SIPTO packets from/to the PDN connection.

Proposal 3: MME/SGSN constructs Routing Policy of LIPA/SIPTO and informs the H(e)NB about the policy.
3. 
Proposal
The above three steps offer an overall solution on how the LIPA/SIPTO policies are acquired, communicated and executed. This solution allows policies with different offload granularities, and thus is flexible to deploy in Solution 2, as well as in other solutions.
It is proposed to include the following text in the TR 23.829:
* * * First Change * * * *
5.3.2
Architectural principles

-
UEs are only required to activate one PDN connection for LIPA, SIPTO, and traffic going through the mobile operator's Core Network;
-
The Home (e)NodeB Subsystem has the ability to drag/insert the LIPA and SIPTO traffic from/into PDN connection per routing policies (e.g. destination address, port number, etc.);
-
There is a NAT inside the Home (e)NodeB Subsystem to ensure returning LIPA and SIPTO traffic reaches H(e)NB despite topologically incorrect source address;
-
Pre-Rel9 UEs that support single PDN connections may simultaneously access LIPA, SIPTO and the mobile operator's Core Network;

-
For a PDN connection initiated by a UE connected to a H(e)NB, the MME/SGSN shall decide whether LIPA or SIPTO is enabled depending on the subscription data and operator policy. If LIPA/SIPTO could be enabled, MME/SGSN informs H(e)NB which traffic should be offload by sending routing policies (e.g. TFT) to H(e)NB.
-
A dedicated APN may be used to indicate that the PDN connection established through this APN is for LIPA or SIPTO. All the traffics associated with this PDN connection are offloaded.
* * * Next Change * * * *
5.3.4
Open issues

For this solution, the only requirements are NAT and routing functionalities for the HNB.

The solution has the following issues as FFS:

-
It is FFS on addressing the possibility that the private IPv4 address of the home IP devices conflict with operator's services which using private IPv4 addresses;

-
It is FFS whether the NAT function can be standalone, i.e. not collocated with the H(e)NB;

-
How the solution works with IPv6 prefix translation is FFS;


* * * Next Change * * * *
It’s proposed to add the following texts in section 5.3:

5.3.X
Offload mechanism for LIPA and SIPTO
This section proposes the offload mechanism for LIPA and SIPTO, which includes the following steps:

-
The decision-making node (i.e. MME/SGSN) acquires offload policies through OAM, or acquires from subscription data or RAN information. The offload policy defines which traffic should be offloaded;
· When receiving UE requested PDN connection, bearer/PDP context activation, or other session management messages, the MME/SGSN is triggered to determine whether LIPA/SIPTO could be activated to that traffic flow based on the offload policy.

· If the request message matches the Offload policy, MME/SGSN sends routing policies (e.g. TFT) to the H(e)NB Subsystem which executes the policy.
* * * End of Changes * * * *
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