SA WG2 Temporary Document

Page 6

[image: image1]3GPP TSG SA WG2 Meeting #77
TD S2-100195
18 - 22 January, 2010, Shenzhen, China


Source:
Samsung, Qualcomm Europe
Title:
Architectural Consideration of the MTC Server
Document for:
Approval

Document type:
P-CR

Agenda Item:
9.7
Work Item / Release:
NIMTC / Rel-10

Abstract of the contribution: TS 22.368 depicts an MTC Server as part of service delivery. Additional considerations apply for system architecture to support service logic not under mobile network operators’ control.
Introduction

Machine to machine communications exist today, over a variety of access systems. These essentially make use of particular features exposed by individual access systems, devices and aggregation services to build a unique ‘vertical system’ to support an application for an end customer. Examples include logistics, point of sale and power metering. 

The current direction of the industry is to eventually provide general service interfaces to enable a new class of ‘layered’ applications that can work with diverse MTC devices, network operators, accesses and diverse business logic components without requiring a unique ‘from scratch’ system integration effort.

The current abstraction shown in the SA1 service aspects specification represents the MTC server as an entity with which the EPC and the MTC Device directly communicate. This depicts a service delivery representation well, but has very misleading implications if accepted as a basis for the MTC architecture in SA2. In this paper a layering view is introduced to the architecture representation to bring it in line with ongoing efforts in the industry and indeed within 3GPP.

Discussion

The NIMTC service diagram in TS 22.368 [1] is shown in Figure 1.
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Figure 1: Communication Scenario with MTC Devices communicating with the MTC Server. The MTC Server is located inside or outside of the operator domain.

The MTC Server is defined by TS 22.368 [1]: “A MTC Server is an entity, which communicates to the PLMN itself, and to MTC Devices through the PLMN. The MTC Server also has an interface which can be accessed by the MTC User.  The MTC Server performs services for the MTC User.”

It is possible to read the highlighted sentence above to mean that the MTC Server is a physical entity comprising all of the logic, integration and mechanisms required to supply a service to an MTC user. This would imply a vertical system, as the MTC server would be tightly coupled to the particular MTC devices and the EPC. This however does not represent a significant advance over the current market offerings, except in so far as additional features may be added to the 3GPP system.

An alternative reading of the sentence (and interpretation of the figures) considers the MTC Server as a logical entity with a complex structure. The MTC Server must (a) communicate and deliver services to the MTC User, (b) contain business logic to provide some high level service, (c) communicate with the MTC Device and it must (d) be integrated with the operator domain network and access level services. 

The goal of many machine to machine solutions providers and customers today is to reduce the complexity and specificity of (d) while at the same time providing a richer set of features to interact with and manage the MTC Device(s). As stated by SA in a LS to ETSI TC M2M [2] “Currently no activities are foreseen on the service or application layer of an M2M system.” In order to prevent 3GPP access-specific MTC Features from becoming ‘service level’ aspects, we must consider how to separate MTC Features from the work being done elsewhere, especially in the ETSI TC M2M.

Machine to machine devices will be deployed over many access systems. Some will be feature rich, others less so. The ETSI M2M architecture [3] in our view proposes a service abstraction layer upon which a multitude of different MTC Applications can be built. The capabilities of the access systems are exposed in a common way, greatly facilitating system integration and making it possible to provide common solutions that are supplied by multiple access technologies, multiple network operators, employing open interfaces as opposed to access specific or proprietary and closed interfaces. This has the potential to greatly expand the commercial possibilities and business offerings based on machine to machine technologies. The high level ETSI M2M architecture is shown in Figure 2.
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Figure 2: Service Capabilities Functional Architecture
It is not suggested that we adopt this model, nor will this paper discuss the nuances of the ETSI M2M Functional Architecture. The important point is that the GMAE in the figure above provides an abstraction for business logic and other mechanisms ‘north’ of the interface, so they are not aware of the details of the capabilities of the access system. GMAE offers a generic representation of such aspects as MTC Device identification, communication, device and gateway management capabilities, security and other capabilities. 

A concrete GMAE has not yet been specified by ETSI M2M. The details of capabilities and the interfaces have not been determined. Even if the results of ETSI M2M are not accepted by the industry as to serve as an access-system agnostic service layer, such an interface is clearly needed by the industry and will inevitably emerge.

It is therefore suggested that within SA2, we consider the MTC Server to have a substructure, such that the only aspects that are visible and relevant to the 3GPP architecture start at the service abstraction layer. This means we give up the notion of a direct interaction between the MTC Server and the 3GPP core network, communication services, and the MTC Device. Instead there is a mediated communication, provided by a MTC Server Abstraction Layer (MTC SAL). There, the MTC Features we provide will be exposed as access independent capabilities to business logic components and system integrators. This is depicted in Figure 3, below.
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Figure 3: MTC Service Abstraction Architecture
The MTC Server has been broken into several components. The first is the MTC Service Logic Components that provide the mechanisms to employ the MTC Devices to provide a service to an MTC User. These two entities are depicted together since they determine the behaviour of MTC Services. The MTC Service Logic Components employ a Generic Service Layer API to obtain access specific features and most importantly to communicate with MTC Devices. The MTC Service Abstraction Layer exposes a set of capabilities to the Generic Service Layer API in an access independent manner. These abstract capabilities, the MTC Service Abstraction Layer, Generic Service Layer API and the MTC Service Logic Components are out of scope of 3GPP standardization.

As agreed in SA2 #76, MTCsms and MTCi provide communication between the MTC Server and the 3GPP EPS (eventually to MTC Devices.) Added to these are MTCa for authentication and authorization of MTC Service Logic Components and MTCsh to allow access by MTC Service Logic Components to some subscription data.

The capabilities exposed by the 3GPP architecture will be mapped to the abstract capabilities, as these emerge as industry standards. At this point, the MTC features and architecture defined by 3GPP (using TS 22.368 and the output of SA2 TR 23.888) will be harmonized with the abstract capabilities provided by an external standard. In the meantime, it is expected that the 3GPP MTC architecture will expose interfaces necessary to meet the service requirements developed by SA1. 

It is proposed that the MTC Server is an entity whose behavior, state and internal interfaces are unknown and out of scope for the 3GPP MTC architecture. Instead, in 3GPP, we consider only the interactions between the ‘facade’ of this MTC server and the 3GPP system. We define specific entry points into 3GPP capabilities and leave it to future work to map these to access-independent interfaces. Note that this clean separation of 3GPP scope and service logic does not preclude an implementation of an MTC Service as a vertical application directly employing 3GPP features and capabilities.

The major consequence of this proposal for our standardization of NIMTC is an avoidance of end to end discussion and description. Rather than an MTC Server initiating or communicating directly with the EPC or MTC Devices, it does so indirectly by means of the MTC Service Layer Abstraction. This means that the termination of 3GPP interfaces will remain under 3GPP control and further that MTC Features will be initiated and accessed by means of functional interfaces exposing 3GPP access capabilities, rather than by an entity.
Benefits arising from adoption of this proposal include:

1) It removes the implication that there is “a” MTC server, as there may be multiple different service components that implement an MTC service.
2) From the operator perspective different reusable generic capabilities are provided towards 3rd parties and can speed up the development of "horizontal" MTC applications, compared to vertical applications that is the norm today. From a third party perspective, service logic components can be built that access MTC Devices over multiple access technologies.
3) Support of third party (non-MNO) service logic is explicitly considered.

4) Evolution of reference points for support of system improvements for MTC is more flexible when 3GPP controls both terminating entities of the reference point – the service abstraction layer forms a clean ‘tier’ in a multi-tier architecture from the perspective of the service logic components.
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Proposal
1. NIMTC Architecture specification shall proceed to terminate interfaces in the MTC Service Abstraction Layer as opposed to the MTC Server. The internal state, management and behaviour of the upper layers of the service implementation shall be considered out of scope for 3GPP standardization except in so far as there are recommendations or requirements on upper layers to achieve good results.

2. Modify clause 4.3 in 23.888.

Begin First Change

4.3
Architectural baseline
The end to end application, between the MTC device and the MTC server, uses services provided by the 3GPP system. The 3GPP system provides transport and communication services (including 3GPP bearer services, IMS and SMS) optimized for the Machine-Type Communication. 

As shown in Figure 4.3.1, MTC Device connects to the 3GPP network (UTRAN, E-UTRAN, GERAN, I-WLAN, etc) via MTCu interface. MTC Device communicates with a MTC Server or other MTC Devices using the 3GPP bearer services, SMS and IMS provided by the PLMN. The MTC Server is an entity which connects to the 3GPP network via MTCi/MTCsms interface and thus communicates with MTC Devices. MTC Server may be outside of the operator domain or inside an operator domain.
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Figure 4.3-1: 3GPP service model for Machine-Type Communication  
The reference points are listed as below:

MTCu:
It provides MTC Devices access to 3GPP network for the transport of user plane and control plane traffic. MTCu interface could be based on Uu, Um, Ww and LTE-Uu interface.
MTCi:
It is the reference point that MTC Server uses to connect the 3GPP network and thus communicates with MTC Device via 3GPP bearer services/IMS. MTCi could be based on Gi, SGi, and Wi interface.

MTCsms:
It is the reference point MTC Server uses to connect the 3GPP network and thus communicates with MTC Device via 3GPP SMS.
Editor’s Note: It is FFS whether the architecture baseline should adopt a service abstraction layer to decouple the MTC Server service logic components from the EPC. It is FFS whether additional reference points should be added to enable secure communication from third party MTC Servers and the ability for third party MTC Servers to query and update MTC Subscription information.
Begin Next Change
5.X Key Issue – Decoupling MTC Server from 3GPP Architecture
5.X.1 Use Case Description
Machine to machine communications exist today, over a variety of access systems. These essentially make use of particular features exposed by individual access systems, devices and aggregation services to build a unique ‘vertical system’ to support an application for an end customer. Examples include logistics, point of sale and power metering. 

The current direction of the industry is to eventually provide general service interfaces to enable a new class of ‘layered’ applications that can work with diverse MTC devices, network operators, accesses and diverse business logic components without requiring a unique ‘from scratch’ system integration effort.

The current abstraction shown in the SA1 service aspects specification represents the MTC server as an entity with which the EPC and the MTC Device directly communicate. This depicts a service delivery representation well, but has very misleading implications if accepted as a basis for the MTC architecture,
Two potential deployment scenarios exist for MTC Services – either under the control of a mobile network operator or by a third party. 
To support MTC services deployed by third parties, it is assumed that additional interaction between MTC service logic components and the EPC are required, beyond data communications (SMS and packet domain communication.), These interactionsM include at least the ability for service logic components to securely interact with the EPC (under control of the EPC) and the ability for the service logic components to obtain certain information regarding MTC Subscriptions and modifying this information (if allowed by the network operator.)
5.X.2 Required Functionality
MTC Service Logic components may be deployed within a mobile network operator’s control or externally. 

The Baseline Architecture in clause 4.3 shall be updated with additional interfaces for secure communications between MTC Service Logic Components and the EPC as well as for MTC Service Logic Components to query or possibly update MTC subscription information. 
It is desirable minimize the requirements for MTC Service Logic components to support 3GPP interfaces and 3GPP-specific configuration. This facilitates the design of MTC services that function over multiple access systems. 
5.X.3 Solutions

5.X.3.1 Solution 1: Introduction of a Service Abstraction Layer
A) Add additional terminology to clause 3.1:

Service Logic Components: Business logic, configuration, data and other elements that implement an MTC Application and provide service to the MTC User. Service Logic Components communicate with MTC Devices and may be deployed under or external to mobile network operator control.
Service Abstraction Layer: A functional entity that shares reference points with the EPC that are specified by 3GPP. The Service Abstraction Layer also exposes interfaces to PDNs to allow Service Logic Components to communicate with MTC Devices and services offered by mobile network operators to support interaction with MTC Devices.
B) Modify clause 4.3 Architecture Baseline, as follows:

The end to end application, between the MTC device and the MTC server, uses services provided by the 3GPP system. The 3GPP system provides transport and communication services (including 3GPP bearer services, IMS and SMS) optimized for the Machine-Type Communication. For the purposes of 3GPP standardization, the MTC Server - including its internal state, operations and interfaces remain out of scope.
As shown in Figure 4.3.1, MTC Device connects to the 3GPP network (UTRAN, E-UTRAN, GERAN, I-WLAN, etc) via MTCu interface. MTC Device communicates with MTC Server Logic Components by means of an MTC Service Abstraction Layer or other MTC Devices using MTC Functions, 3GPP bearer services, SMS and IMS Application Servers provided by the PLMN. The MTC Server is an entity which connects to the 3GPP network via a Generic Service Layer API which remains out of scope of 3GPP standardisation. The MTC Service Abstraction Layer separates the MTC Service Logic Components from access specific interfaces.  The MTC Service Abstraction Layer presents generic capabilities that map to concrete ones offered by the specific access. For example, communication capabilities in the 3GPP access are supplied using the MTCi/MTCsms interfaces and thus communicates with MTC Devices. MTC Server Logic Components may be outside of the operator domain or inside an operator domain.
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Figure 4.3-1: MTC Service Abstraction architecture 
The reference points are listed as below:

MTCu:
It provides MTC Devices access to 3GPP network for the transport of user plane and control plane traffic. MTCu interface could be based on Uu, Um, Ww and LTE-Uu interface.
MTCi:
It is the reference point that MTC Server uses to connect the 3GPP network and thus communicates with MTC Device via 3GPP bearer services/IMS. MTCi could be based on Gi, SGi, and Wi interface.

MTCsms:
It is the reference point MTC Server uses to connect the 3GPP network and thus communicates with MTC Device via 3GPP SMS.
Editor’s Note: It is FFS whether the architecture baseline should adopt a service abstraction layer to decouple the MTC Server service logic components from the EPC.
MTCa:
It provides the reference point for authentication and authorization of MTC Service Logic components. 
MTCsh:
It provides transport of service-related data (opaque to the 3GPP system) as well as user / subscriber related data. This reference point may be based upon Sh.
End Change
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