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1. Overall Description

This paper proposes to optimize the core network resources for LIPA/SIPTO accesses.

2. Discussions
In the SA2#76 meeting, the S2-096685 (GBR Bearer optimization in EPC) was discussed and concluded that the proposed functionality can be applicable for limited solutions in the latest solutions. Based on the conclusion, this contribution proposes the core network optimization only to the solutions that can be applicable.

For the motivation of the proposal, please refer to the following contribution.

http://www.3gpp.org/ftp/tsg_sa/WG2_Arch/TSGS2_76_Cabo/Docs/S2-096685.zip
3. Proposal
NEC would like to propose to capture the small enhancement as outlined in the S2-096695 to the solution 1 and 6 in the TR 23.829 version 0.3.1. Since this enhancement is only be applicable when the L-GW is collocated with the H(e)NB, these two solutions are chosen.
See the proposals in the next pages.
Changes to solution 1
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

5.2.2
Architectural principles
5.2.2.1
General principles
Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB; for SIPTO traffic for Macro Network, a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located on or above the RNC/eNB;

-
For  traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;
-
LIPA PDN can be identified by a well-defined APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.) terminates in the core network;
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;
-
For  active UE's, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.
-
For the LIPA connection, un-used resources in the mobile operator's core network shall be optimized.
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
(none)
5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.
5.2.2.2.1
LIPA
P-GW functions for the support of LIPA services
They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;

-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.
These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services
It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core Network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network.

MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;
-
Paging;
-
GW selection procedure for LIPA traffic.
eNodeB and RNC functions for the support of LIPA services
Although there is an active LIPA traffic, the eNodeB/RNC collocated with the L-GW shall initiate the S1 release procedure/RAB Release procedure to optimise core network resources. Core network resources for S1-U, Iu-U, S5/S8 and Gn/Gp can be subjects for optimization.
5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.

These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services
Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.

HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.
5.2.2.2.3
SIPTO for macro network

P-GW functions for the support of SIPTO in macro network services
They are the same as LIPA case, plus:

-
per user charging and inter-operator accounting.

-
FFS: standard LI interfaces to LI Gateway to support LI for offload traffic.
For SIPTO traffic for macro network, a Local P-GW function or Local GGSN function for EPS and UMTS is located on or above the RNC and the eNodeB respectively.
Mobility-related functions are FFS.

5.2.3
Architecture variants

5.2.3.1
Architecture variant 1 for LIPA
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Figure 5.2.3.1.1: LIPA solution for HeNB using local PDN connection
The salient features of the architecture in Figure 5.2.3.1.1 are the following:

-
a Local PDN Gateway (L-GW) function is collocated with the HeNB;

-
the MME and SGW are located in the EPC;

-
a Security Gateway (SeGW) node is located at the edge of the operator's core network; its role (according to TS 33.320 [7]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

-
a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today;

-
for completeness also depicted is an external PDN Gateway (PGW) located in the operator's core network. It is used for access to the operator services;

-
Downlink packets triggering Paging of Idle mode UEs are forwarded on the non-optimised path (S5) and buffered in the SGW. The Paging procedure is the same as in TS 23.401 [6]; when UE enters Connected mode, the packets buffered in SGW are forwarded on S1-U;

NOTE 1:
alternatively, paging is triggered by a "dummy" packet sent across S5 and the downlink packets are buffered in the L-GW. It is FFS which of the two alternatives should be preferred.

-
with S5-GTP the S5 PGW TEID parameter is used as "optimal routing" information i.e. it is signalled across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc.;

-
with S5-PMIP the S5 PGW GRE parameter is used as "optimal routing" information;

-
S5 is tunnelled in the same IPsec tunnel as S1-MME and S1-U;

-
IKEv2 mechanisms are used to request one IP address each for the HeNB and the L-GW function. The assigned L-GW address is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.;

-
the supported protocol on S5 is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.

Depicted in Figure 5.2.3.1.2 is the equivalent LIPA architecture for HNB femto cells with S4-SGSN.
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Figure 5.2.3.1.2: The equivalent LIPA solution for HNB using local PDN connection
The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure 5.2.3.1.1:

-
HeNB and MME replaced by HNB and SGSN, respectively;

-
Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

-
S11 replaced by S4.

The candidate protocol messages for this architecture are the following:

-
The "Optimal Routing" information (S5 PGW TEID or S5 PGW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP);

-
On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

-
On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP).

NOTE 2:
due to the presence of the non-optimised path (L-GW – SGW – HeNB or L-GW – SGW – HNBGW - HNB) in parallel to the direct path, the architecture in Figure 5.2.3.1.1 and Figure 5.2.3.1.2 can support mobility to another H(e)NB from the same home/corporate network or to a macro cell. The MME/SGSN may need to prevent mobility. It is FFS whether support for these features is a service requirement. When handing over to another H(e)NB in the corporate case, it is FFS how to keep the LIPA traffic within the corporate network.
5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;
-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB);

-
It is FFS how it is indicated to the UE/user that the PDN connection for LIPA traffic can be initiated (e.g. whether and how the UE/user knows if LIPA is supported in a cell);

-
It is FFS how the offload PDN connection for SIPTO is established and how it relates to the non-offload PDN connection;

-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how.
Open issues applying to UMTS only:

-
Location of LIPA and SIPTO session management is FFS.
Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);
-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.
Changes to solution 6
5.7
Solution 6 – Local Gateway based Architecture
5.7.1
Applicability

This solution supports the following scenarios:

-
Local IP Access for H(e)NB subsystem

-
Selected IP Traffic Offload for H(e)NB subsystem

-  
Selected IP Traffic Offload for macro network

The solution applies to both types of approaches: with separate APNs for SIPTO and non-SIPTO traffic, and also with common APN(s) for SIPTO and non-SIPTO traffic.

5.7.2
Architectural principles

Figure 5.7.2.1 shows the architectural extension proposed by this solution for the case of E-UTRAN and (macro) eNB; analogous extensions apply for the HeNB case and the UTRAN case (both NB and HNB). In the latter case, the GGSN maps onto PDN GW, and SGSN maps onto Serving GW (user plane part) and MME (control plane part).

A Local Gateway (L-GW) is co-located with home or macro cells in support of LIPA or SIPTO. Between the L-GW and the PDN GW (for EPS) or the GGSN (for GPRS), a "L-GW extension tunnel" is configured. The functions of L-GW include:

-
gateway and routing to/from external PDN (e.g. internet, enterprise or home NW), equivalent to SGi;

-
tunneling of IP packets through the extension tunnel to/from P‑GW/GGSN (e.g. based on GTP, PMIP, IP in IP or other); when the UE is in idle mode, the extension tunnel is used only in the L-GW to P-GW/GGSN direction; while when the UE is in active mode and connected via a different cell from where the L-GW is located, the extension tunnel is used in both directions;

-
IP address handling (either IP address allocation and conveyance to P‑GW/GGSN, or alternatively reception of IP address from P‑GW/GGSN and NATing);

-
minimal state maintenance for mapping of traffic onto tunnels (from external PDN onto extension tunnel);

-
coordination with (e)NB on usage of local breakout (trigger (e)NB for local traffic handling);

-
decision function on usage of local breakout for uplink traffic (optionally it can be part of the (e)NB);

-
decision function on routing for downlink traffic (directly to (e)NB versus via extension tunnel);
-
traffic monitoring and reporting function (optional): required only as a means to limit the principally assumed flat rate charging.

The basic L-GW functionality is radio and core network technology agnostic, and thus allows that the same L-GW function to be adopted for both 3G and LTE radio cells as well as to GPRS and EPS core networks.
As visible from this list, the L-GW is not a PDN GW or GGSN shifted to eNB/E-UTRAN, but encompasses only minimal functionality.
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Figure 5.7.2.1: Proposed extension of non-roaming architecture for 3GPP accesses for SIPTO and LIPA

NOTE:
As the extension tunnel between the L-GW and P-GW/GGSN is terminated within the Home (e)NB, the security measures already defined for Home (e)NBs (i.e. IPsec on Iuh) apply.
P​GW and/or GGSN functionality is enhanced by:

-
establishment of extension tunnel (upon PDN connection or PDP context establishment for APNs matching the criteria for local traffic),
-
traffic forwarding through extension tunnel and to/from S5/S8 or Gn tunnel,
-
IP address handling (either obtain of IP address from L-GW, or alternatively conveyance to L-GW).
Enhancements of (e)NB are the following:
-
provision of UE's access state for the cell(s) served by the (e)NB to the L-GW, and

-
(optionally) the decision function on usage of local breakout for uplink traffic (based on APN).
-
Although there is an active LIPA traffic, the eNB collocated with the L-GW shall initiate the S1 release procedure to optimise core network resources. Core network resources for both S1-U and S5/S8 can be subjects for optimization.

NOTE:
For 3G case, the RAB Release procedure is spontaneously takes place for the LIPA/SIPTO connection since RNC does not handle any user traffic in this case.
The established 3GPP architectures (GPRS, EPS) and signaling procedures are re-used to the maximum extent possible. Specifically, the paging and mobility signaling procedures are used unchanged.
The enhanced EPS architecture also enables mobility management between 3GPP and non-3GPP accesses: since the PDN GW is always in the path when the UE leaves the eNB, the mobility support function of handover towards non-3GPP accesses can be handled by the PDN GW as usual. Such functionality does not need to be provided as part of the L-GW (or within the eNB).

Regarding charging and policy-control, it is handled by the P‑GW in EPS and GGSN in GPRS as usual for non-SIPTO traffic, and for SIPTO/LIPA traffic if the UE moves away from the eNB with the anchoring L-GW. This is inline with the needs for differentiated charging/policing.

Dynamic control for LIPA/SIPTO handling in the PDN-GW is possible (it is switched on only after the extension tunnel is set up).

The architecture solves the configuration problem associated with the masses of (home)(e)NBs in a similar manner as S1-flex.

5.7.3
Open issues

-
If one and the same APN is used for SIPTO traffic and non-SIPTO traffic, the technical limitations of NAT apply;

-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how;

-
Details on simultaneous use of LIPA and SIPTO for the same UE;

-
How the (Home) (e)NodeB maps the downlink packets received from the L-GW on the appropriate radio bearers;

-
Disconnection of the extension tunnel.

5.7.4
Establishment of PDN connectivity subject to LIPA or SIPTO
The signaling flow for selection of the PDN GW, L-GW, IP address allocation and establishment of the extension tunnel is shown in figure 5.7.4.1 for the EPC case. It re-uses the procedure for UE requested PDN connectivity (as specified in subclause 5.10.2 of 3GPP TS 23.401). Enhancements are necessary for the signaling of the request for "local" connectivity (by a special APN) and (local) IP address allocation.

IP address allocation is done differently for single and multiple APN PDN connection cases:
-
Case A: for multiple APN case: the UE is assigned a IP address by the L-GW;

-
Case B: for single APN case: the UE is assigned an IP address from the operator's IP address space, which is translated in the L-GW by means of NAT; in this way the UE is unaware of the offloading, and is not involved with IP address handling if it changes the L-GW.
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Figure 5.7.4.1: Information flow for establishment of PDN connectivity subject to LIPA/SIPTO with extension tunnel

In detail, the steps are:

1.
the UE  sends a PDN Connectivity Request message to the MME, conveying a special APN (e.g. "home" for LIPA or "internet" for SIPTO).

2.
The MME checks in subscription data if "home" or "internet" access is allowed and configured. In case of "home" access the address of the L-GW is directly stored with subscription data; in case of "internet" access the address is derived from the eNB address by MME. The MME selects a PDN GW, based on the PDN GW selection procedure defined in clause 4.3.8.1 in TS 23.401 [6]; additionally, the location of L-GW may optionally be considered in order to minimize the length of extension tunnels through the network.

3.
Signaling for session establishment is performed towards Serving GW and PDN GW, conveying the L-GW address or identity. If only the L-GW identity was provided in the previous step, the PDN GW has to resolve it to an IP address.

-
Case A: for multiple APN case, IP address allocation by L-GW:

4a.
PDN GW requests establishment of the extension tunnel

NOTE:
the description here remains generic, as long as no decision on a particular user and control plane protocol has been taken; examples of protocols serving this purpose are GTP and PMIP.

5a.
The L-GW allocates IP address information (IPv4 or IPv6 prefix or both), which is local to the L-GW and co-located (Home)eNB.

6a.
Signaling for extension tunnel establishment is completed, and the IP address information is conveyed to PDN GW.

7a.
The PDN GW uses this information to send it to the UE in the subsequent steps and uses it in the mapping of extension and S5/S8 tunnels.

-
Case B: for single APN case, IP address allocation by PDN GW:

4b.
PDN GW allocates IP address information (IPv4 address or IPv6 prefix or both).
5b.
PDN GW requests establishment of the extension tunnel from L-GW and conveys the IP address information in this signaling message.

6b.
The L-GW uses IP address information for configuring NAT.

7b.
Signaling for extension tunnel establishment is completed.

8.
Response signaling for session establishment is performed from PDN GW towards Serving GW and MME.

9.
The remaining steps of a UE requested PDN connectivity procedure are executed as usual.

10.
At this point uplink and downlink data may be transferred between a PDN and the UE:

10a.
via L-GW and this (Home)eNodeB directly, if the UE is connected via the (Home)eNodeB supporting the LIPA/SIPTO.

10b.
through the extension tunnel, via PDN GW, Serving GW and any other (Home)eNodeB, if the UE is not connected via the (Home)eNodeB supporting LIPA/SIPTO.
5.7.5
Terminating traffic handling

Three cases need to be considered:

1.
The UE is active at the (Home)(e)NodeB where L-GW is co-located: a local shortcut of traffic needs to be applied.

2.
The UE is in idle mode: paging has to be performed via the core network (i.e. through the extension tunnel).

3.
The UE is active at a (Home)(e)NB different from the one where L-GW is co-located: traffic has to be forwarded through the extension tunnel to the core network.

The decision between case 1 and the other two cases can be taken easily by the (Home)(e)NB. Cases 2 and 3 start with identical handling, and the differentiation occurs at Serving GW; the signaling flows for these are shown in figure 5.7.5.1.
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Figure 5.7.5.1: Information flow for terminating traffic with extension tunnel, incl. paging (UE not active at the (Home)eNodeB supporting LIPA/SIPTO)

The following steps:

1.
Downlink data arrives at the L-GW; L-GW knows that the user is not locally connected and therefore this traffic is subject to forwarding through the extension tunnel.

NOTE:
the UE could be idle or active in another cell.
2.
L-GW tunnels and forwards the data to PDN GW; the PDN GW de-tunnels traffic coming from the extension tunnel, maps it to the appropriate S5 tunnel and forwards it to the Serving GW.
3.
If the UE is not in active mode: the network triggered Service Request procedure (including paging) is initiated.
4.
The UE is in connected mode now, and uplink and downlink data can be transferred between a PDN and the UE:

4a.
via L-GW and this (Home)eNodeB directly if the UE is connected via the (Home)eNodeB supporting the LIPA/SIPTO;

4b.
through the extension tunnel, via PDN GW, Serving GW and any other (Home)eNodeB if the UE is not connected via the (Home)eNodeB supporting LIPA/SIPTO.
End of change
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4a. Tunnel establishment request



















7a. address/tunnel mapping
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9. Steps 7 to 16 of figure 5.10.2-1 in TS 23.401







6b. NAT configuration
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6a. Tunnel establishment response















































































8. Create Session Response
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