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Introduction
This paper analyzes the possibility to offload IPv4 address usage by moving traffic to IPv6. This concept was demonstrated using roaming in real operator networks in a roaming situation at the IPv6 Migration workshop hosted by CMCC in Shanghai on November 5-6 2009
Proposal

****************** 1st Change ******************
2
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-
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-
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For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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[x]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".

[y]
3GPP TS 23.402: "Architecture enhancements for non-3GPP accesses".

[z]
3GPP TS 23.060: "General Packet Radio Service (GPRS) Service description; Stage 2".

****************** 2nd Change ******************
5.2
Scenario 1: Limited IPv4 public address pool
In this scenario an operator does not assign public IPv4 addresses to the UEs, e.g. the operator does not have sufficient public addresses for all active subscribers. Instead the operator assigns private IPv4 addresses to the UEs and uses NATs to provide access to the Internet. The operator may multiplex multiple UEs onto a single public IPv4 address using traditional NATs. How many UEs that can be multiplexed depend on the number of private IPv4 addresses and ports used by the UEs. Several services popular today, such as Google maps and Ajax based services can easily use hundreds of ports per device. There is then a risk that the amount of public IPv4 addresses and ports available to the operator is not sufficient. The analysis of this scenario will describe how IPv6 can be utilized to alleviate the problems.
5.2.1
Analysis

Enabling UE dual stack communication and moving traffic from IPv4 to IPv6 can achieve a significant reduction of the number of dedicated public IPv4 addresses assigned to a NAT44. Public IPv4 are assigned to the NAT44 for the purpose of sharing this resource of among several users at a specific ratio determined by the number of ports dynamically available to a single user as calculated by the operator. Real port usage is determined by the user applications and their need for connections which could range from one to several thousands per user. Offloading these IPv4 resources by moving the traffic to IPv6 will end up freeing a significant amount of public IPv4 addresses that can be used elsewhere in the operator network. At a later stage in the co-existence phase IPv4 addresses could even be handed back to a regional RIR or even to IANA to replenish their soon to be empty unassigned IPv4 pool. Given recent traffic measurement on internet traffic as presented in the ATLAS Internet Observatory 2009 Annual Report  [w], moving traffic for Google to IPv6, which currently accounts for 6% of all internet traffic, will free up substantial amounts of IPv4 addresses from being assigned to NAT44 operations. When other services/peers move to a dual stack operations mode, the IPv4 address space offload contribution of this solution will increase accordingly.

****************** 3rd Change ******************

7
Solutions and functional flows description
7.1
Solution 1
7.1.1
Scenario 1
7.1.1.1
Description

MS/UE attaches to network APN(s) using applicable procedures described in TS 23.401 [x],  23.402 [y] and TS 23.060 [z] in order to get  dual stack connectivity to Internet (IPv4 and IPv6). The MS/UE will now use IPv6 to communicate with dual stack reachable services/peers and thus offloading the NAT44 assigned public IP address/ports resources that would have been made available for the UE if it not had been able to use IPv6. When communicating with Services/peers only served by IPv4 UE/MS will use NAT44 resources to enable communication. During the co-existence phase of the IPv6 migration, more IPv4 traffic will be offloaded from the NAT44 as more and more services/peers become dual stack reachable or complete the transition and become IPv6 only reachable. The NAT44 could then decrease its assigned pool of IPv4 addresses returning them to the unassigned IPv4 pool to sit there or to be used elsewhere.


7.1.1.2
Functional Description

The MS/UE need to obtain dual stack connectivity in order to be able to reach both IPv4 and IPv6 services/peers. This can be arranged either by using a dual stack connection by requesting a connection of  PDP Type IPv4v6 or PDN Type IPv4v6 depending on radio access technology and MS/UE capability. If these dual stack are not possible to obtain it is also possible to request two separate connections, one PDP context/PDN connection Type IPv4 and one PDP context/PDN connection Type IPv6. The preferred way would be to use only one connection for both IP versions but the two connection approach could be used due when ether MS/UE or core does not allow for a single dual stack PDP context connection to be established.


The following table lists the basic requirements for this scenario in an IP version co-existence phase referencing the user plane capabilities only.
	Basic Components Name
	States
	PDP/PDN Types

	Terminal IP capability
	Dual stack
	IPv4v6, IPv4 and IPv6 
(NOTE 1)

	Type of application program
	Dual stack capable
	not applicable

	Type of assigned IP address,
	IPv4 and IPv6
	not applicable

	Subscriber IP capability
	Dual stack APN or combination of two single stack APNs in subscriber data
	IPv4v6, IPv4 and IPv6

	Network IP capability
	Dual stack network
	IPv4v6,  IPv4 and IPv6
(NOTE 2)

	Service/peer capability
	Dual stack (NOTE 3)
	not applicable


Table X: IPv4 offload requirements

The GGSN/PDN GW IPv4 Internet connectivity is provided over a NAT44 solution either co-located with the GGSN/PDN GW or elsewhere placed in the operator network.

NOTE 1:
To be able to use PDP/PDN Type IPv4v6 the MS/UE need to be Release 8 or later

NOTE 2:
To be able to serve PDP/PDN Type IPv4v6 the core nodes need to be Release 8 or later except for SGSN/GGSN using Gn/Gp need to be Release 9

NOTE 3:
If DNS is to be used to resolve the service/peer FQDN into an IP address the node DNS information need to contain both A and AAAA record entries for the service/peer. 

7.1.1.3
Information flows 


See TS 23.060 [z], 23.401 [x] and 23.402 [y] for the appropriate information flow details.
7.1.1.4
Applicability 
Given the solution description above, the described functionality can be configured in currently deployed networks as well as in future deployments regardless of 3GPP access technology. When to deploy such a setup in an operator’s network is more of a business and operational decision.
**************** End of Changes ******************
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