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1. Problem 1 – RANAP support for Extended MBR IE
During the course of development of HSPA, the MBR supported was incrementally increased through the Releases. The original RANAP supported coding up to 16Mbps in Rel-6. However in Rel-7, this was extended to 256Mbps through the introduction of the Extended MBR IE as part of the RAB parameters used for RAB assignment. In ASN.1 encoding this was assigned a Criticality = Reject which means that nodes receiving such an IE that it does not recognise is required to reject the command. There were numerous reasons for assigning this value of criticality (e.g. to avoid the information being ignored and then causing buffer overruns in the RNC since the GGSN believed it to be using a higher data rate).

However with this limitation put into practise, when a subscription is updated to support greater than 16Mbps, the SGSN will typically use the subscription profile to generate the requested QoS to perform the RAB assignment. As a result, the SGSN will inadvertently include the Extended MBR IE to code the bit rate in excess of 16Mbps and consequently cause a failure in the RNC. This is particularly problematic in roaming scenarios where the subscription profile is outside the control of the visited operator.
Obviously this problem only arises in certain deployment scenarios, specifically where the RNC is pre-Rel7 and the SGSN is Rel-7 or later, which may or may not be unavoidable for whatever reason (e.g. different vendor roadmaps, release timescales, etc.). 
2. Problem 2 – UE support for MBR greater than 8600kbps and 16Mbps.

In TS 24.008, the following coding strategy is deployed across the different releases for MBR within the QoS IE:

Release 5 and 6
The coding of the extended bit rate octets 15 – 18 are as follows:

[image: image1.emf]Value Bit

8 7 6 5 4 3 2 1

Ignore the value indicated by the Maximum bit rate for downlink in octet 9. The maximum bit rate is

8600 kbps + ((the binary coded value in 8 bits) * 100 kbps), giving a range of values from 8700 kbps to 

16000 kbps in 100 kbps increments.

0 0 0 0 0 0 0 1

To

0 1 0 0 1 0 1 0

Use the value indicated by the Maximum bit rate for downlink in octet 9.

0 0 0 0 0 0 0 0

Value Bit

8 7 6 5 4 3 2 1

Ignore the value indicated by the Maximum bit rate for downlink in octet 9. The maximum bit rate is

8600 kbps + ((the binary coded value in 8 bits) * 100 kbps), giving a range of values from 8700 kbps to 

16000 kbps in 100 kbps increments.

0 0 0 0 0 0 0 1

To

0 1 0 0 1 0 1 0

Use the value indicated by the Maximum bit rate for downlink in octet 9.

0 0 0 0 0 0 0 0


Release 7 and beyond

The coding of the extended bit rate octets 15 -18 are as follows:
[image: image2.emf]The maximum bit rate is 16 Mbps + ((the binary coded value in 8 bits - 01001010) * 1 Mbps),

giving a range of values from 17 Mbps to 128 Mbps in 1 Mbps increments.

0 1 0 0 1 0 1 1

To

1 0 1 1 1 0 1 0

Ignore the value indicated by the Maximum bit rate for downlink in octet 9. The maximum bit rate is

8600 kbps + ((the binary coded value in 8 bits) * 100 kbps), giving a range of values from 8700 kbps to 

16000 kbps in 100 kbps increments.

0 0 0 0 0 0 0 1

To

0 1 0 0 1 0 1 0

Value Bit

8 7 6 5 4 3 2 1

The maximum bit rate is 128 Mbps + ((the binary coded value in 8 bits - 10111010) * 2 Mbps), giving a 

range of values from 130 Mbps to 256 Mbps in 2 Mbps increments.

1 0 1 1 1 0 1 1

To

1 1 1 1 1 0 1 0

Use the value indicated by the Maximum bit rate for downlink in octet 9.

0 0 0 0 0 0 0 0

The maximum bit rate is 16 Mbps + ((the binary coded value in 8 bits - 01001010) * 1 Mbps),

giving a range of values from 17 Mbps to 128 Mbps in 1 Mbps increments.

0 1 0 0 1 0 1 1

To

1 0 1 1 1 0 1 0

Ignore the value indicated by the Maximum bit rate for downlink in octet 9. The maximum bit rate is

8600 kbps + ((the binary coded value in 8 bits) * 100 kbps), giving a range of values from 8700 kbps to 

16000 kbps in 100 kbps increments.

0 0 0 0 0 0 0 1

To

0 1 0 0 1 0 1 0

Value Bit

8 7 6 5 4 3 2 1

The maximum bit rate is 128 Mbps + ((the binary coded value in 8 bits - 10111010) * 2 Mbps), giving a 

range of values from 130 Mbps to 256 Mbps in 2 Mbps increments.

1 0 1 1 1 0 1 1

To

1 1 1 1 1 0 1 0

Use the value indicated by the Maximum bit rate for downlink in octet 9.

0 0 0 0 0 0 0 0


The SGSN can distinguish a Rel-4 and earlier UE from a Rel-5 or later UE, but the "mandatory" presence of octets 15-16 in the QoS IE and can tune the negotiated QoS accordingly.
It has been noticed that the SGSN cannot tell the difference between a Rel-5, 6 or 7 UE in terms of capability to support the different bit rates. The problem arises when the SGSN sends an MBR value greater than that allowed by the Release supported by the UE where the UE is entitled to reject the received QoS. The SGSN may obtain an MBR value either received from the HSS subscription profile or from PCC control at the GGSN / P-GW and use this as the "negotiated" MBR. Thereby leaving a existing users with "older" devices connectionless. Obviously with newer Release compliant devices, there are no problems with the same subscription profile / control. 
3. Conclusion

Solution to Problem 1

To resolve the first problem, it is recommended that the SGSN retains configuration information about the RANAP "version" used for specific RNCs to ensure that the "Extended MBR" IE is not included for legacy RNCs. The CRs in S2-096902-4 reflects this conclusion and is made from Rel-7 onwards where the first occurrence of this issue appears. It should do so before sending Create / Update PDP context request messages to the GGSN to avoid unnecessary negotiation between the SGSN and GGSN for the purpose of downgrading to a value below 16mbps. This does increase the O&M burden on the operator (at RNC upgrade) but would be a necessary burden to avoid denying service to customer roaming or otherwise for those lucky enough to have a subscription greater than 16Mbps. However, it is important to note that the same problem could re-occur if and when the MBR is extended beyond 256Mbps (i.e. beyond the current coding space for the extended MBR IE) given that LTE already supports 10Gbps coding in S1-AP.
The reason this mechanism is suggested because the SGSN is best placed to know the RNC capabilities without actually impacting the RANAP protocol. Beyond the SGSN becomes problematic in cases of RAN sharing and roaming. 

It is unclear how we can resolve the same problem for an S4 SGSN since there is no possibility to negotiate QoS. One possibility is for the SGSN to operate as a Gn/Gp variant if the RNC is known to be pre-Rel7.
Solution to Problem 2
To resolve the interoperability issues with legacy devices not supporting the NAS extended MBR / GBR above 16Mbps, it is suggested that a new flag is introduced into the NAS signalling to clearly indicate to the SGSN that the UE is supporting a bit rate in excess of 16Mbps and thereby relatively safe to use a value in excess of 16Mbps (all other factors permitting / taken into account – e.g. RNC capability, Subscription profile, PCC control). As this is introducing a new capability information into already developed UEs, CRs have not been generated to reflect this and Vodafone seek the opinion of other companies whether such an approach ought to be adopted.
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