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This document analyses the different architectural options for the session management signalling for the control plane associated with the LIPA/SIPTO PDN connection
1. Introduction

Section 5.2.2.1 of the TR 23.829 includes the following open issues related to solution 1 for LIPA/SIPTO traffic breakout using a local PDN connection:
“It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;”
A similar related issue can be found in section 5.2.4 where it states that it is FFS whether the S11 interface to the HeNB is needed to manage bearer setup for LIPA and SIPTO.

This contribution addresses the session management for LIPA services described in the above open issues by analysing the different architectural options available in LTE to support the session management signalling for the PDN connection in the following scenarios:
-
Local IP access for HeNB Subsystem

-
Selected IP traffic offload for HeNB Subsystem
NOTE: 
This contribution refers to the IP point of attachment for the LIPA/SIPTO traffic as the L-GW.
NOTE: 
This contribution only considers the case of supporting LIPA or SIPTO using a L-GW traffic located at the HeNB function. Alternatively, SIPTO traffic (or even LIPA traffic in the corporate case) may be supported by defining the L-GW function above as opposed to at the HeNB which is not considered.
2. Architectural Choices 
With the intent of maximizing the reuse of the existing EPS design and procedures, the session management procedures governing the UE behavior and the interaction of the HeNB with the MME over the S1-MME interface can be reused entirely to support the LIPA or SIPTO traffic. For example, for the activation of the PDN connection as defined in TS 23.401in section 5.10.2, the only changes that are needed are in steps 2-6 at the level of interaction between the MME and the other core network elements including the SGW and PGW or equivalently the L-GW.
If we further assume that the interaction with the PCRF is left as FFS, the changes that are needed are as follows:

-
The MME implementation needs to determine that the session management procedure is related to the LIPA or SIPTO PDN connection; and
-
The interface used for the MME interaction with the L-GW to manage the PDN connection needs to be decided.
Principle 1: The only procedural changes required to support session management for LIPA or SIPTO services are between the MME, the SGW and the L-GW functions.
NOTE: 
The same principle applies for UMTS in that the only changes required to support session management for LIPA or SIPTO services are between the SGSN and the L-GW
The following agreed principles in TR 23. 829 impact the available options for choosing the interface for the session management signalling for the LIPA/SIPTO traffic:
-
(From 5.1) For  traffic going through the mobile operator's Core Network, the SGW User Plane functions are located within the Mobile Operator's Core Network;

-
(From 5.2.2.1) For LIPA traffic a Local P-GW function is located within the HeNB
-
(From 5.2.2.1) Session management signalling (Bearer setup, etc.) terminates in the core network;
It is clear from the above agreements that the MME function and the SGW function (in the case of non-LIPA or non-SIPTO traffic) both remain in the core which leaves the choices for the interface for the MME to manage the PDN connection as follows:
1.
Define a new interface between the MME and the L-GW in the HeNB Subsystem which we call L-S11.
2.
Define a new interface between the SGW function and the L-GW in the HeNB Subsystem which we call L-S5. 
NOTE: 
Further changes required to S11 to support L-S5 are left as FFS.
3.
Transport the PDN connection management messages over an enhanced version of the S1-MME interface that already exists between the MME and the HeNB Subsystem which we call S1-MME+.
In the following we examine the details of each of these three choices and analyse the potential impacts.

2.1 
Option 1 – New L-S11 interface between the MME and the L-GW
In the 23.401 architecture, the S11 interface between the MME and the S-GW is the interface that is used to manage the PDN connection. Since the S-GW User Plane functions reside in the core, one alternative is to bypass the S-GW for the user plane of the LIPA/SIPTO PDN connection and define a new interface for the control plane comprising a subset of the S11 interface between the L-GW in the HeNB SubSystem and the MME to manage the PDN connection for the LIPA/SIPTO traffic. 
NOTE: 
The S-GW user plane is bypassed for a UE in connected mode or idle mode. For a UE in idle mode, the LIPA/SIPTO DL packets are buffered in the L-GW since no interface is defined between the L-GW and the S-GW. The L-S11 interface is used to transport the Downlink Data Notification messages.

We define the new interface as the L-S11 interface.
Figure 1 shows the L-S11 interface between the MME and the L-GW in the HeNB Subsystem.
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Figure 1: Option 1 - L-S11 interface between the MME and the L-GW in the HeNB Subsystem
The considerations for option 1 are as follows:
-
The L-GW in the HeNB subsystem needs to support a new interface.
-
No changes are needed to the S5 interface.

-
No changes are needed to the S-GW implementation.
-
Mobility is not supported as EPC mobility requires the S-GW function and the L-S11 interface bypasses the S-GW function and directly connects the L-GW and the MME.
-
The existing S11 interface cannot be used as is to define the L-S11 interface and essentially a new interface with a subset of the S11 procedures needs to be defined. For example, for security reasons, L-S11 should not require the use of IMSI in the Create Session Request message.

-
Scalability of the new L-S11 interface depends on the transport selected for the newly defined interface.

-
For a UE in idle mode, the LIPA/SIPTO DL packets are buffered in the L-GW for paging.

2.2 
Option 2 – New L-S5 interface between the SGW and the L-GW
In the 23.401 architecture, the combination of the S11 interface from the MME to the S-GW and the S5 interface between the S-GW and the P-GW are the interfaces that are used to manage the PDN connection. A different alternative to option 1, is to have the control plane signalling for the LIPA/SIPTO PDN connection go through the S-GW and define a new interface comprising a subset of the S5 interface between the L-GW in the HeNB system and the S-GW in the core to manage the PDN connection for the LIPA/SIPTO traffic. 
In this case, the user plane of the LIPA/SIPTO PDN connection bypasses the S-GW for a UE in connected mode at the serving HeNB. For a UE in idle mode, or in connected mode at another (H)eNB, the user plane of the LIPA/SIPTO PDN connection uses the L-S5 interface which is the same as the user plane for the S5 interface.
We define the new interface as the L-S5 interface.
Figure 2 shows the L-S5 interface between the S-GW and the L-GW in the HeNB Subsystem.
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Figure 2: Option 2 - L-S5 interface between the S-GW and the L-GW in the HeNB Subsystem
The considerations for option 2 are as follows:
-
The L-GW in the HeNB subsystem needs to support a new interface.

-
Supports mobility and paging based on current EPS mobility management procedures.
-
Changes may be needed to the S-GW implementation.
-
Changes may also be needed to the S11 interface, for example to indicate to use L-S5 instead of S5.

-
The existing S5 interface cannot be used as is to define the L-S5 interface and essentially a new interface with a subset of the S5 procedures needs to be defined. For example, for security reasons, L-S5 should not require the use of IMSI in the Create Session Request message.

-
Scalability of L-S5 depends on the transport selected for the newly defined interface.

NOTE: 
All the messages in S5 related to management of the PDN connection are basically common to S11 in which case the complexity of the implementation of the L-GW should not be very different if either option 1 or option 2 are chosen.

2.3 
Option 3 - Transport the PDN connection management messages over an enhanced S1-MME interface
As a further optimization to option 1, it is possible to enhance the existing S1-MME interface to the HeNB instead of defining a new L-S11 interface to manage the PDN connection. This has the same overall properties as option 1 but using the exisitng S1-MME as an alternative transport means that the HeNB Subsystem does not require a second interface to be supported to manage the PDN connection and also removes the issue scalability required to support a new interface. We define the enhanced S1-MME interface as theS1-MME+ interface.

Figure 3 shows the enhanced S1-MME+ interface between the MME and the L-GW in the HeNB Subsystem.
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Figure 3: Option 3 - Transport the PDN connection management messages over an enhanced S1-MME interface
The considerations for option 3 are as follows
- 
The HeNB Subsystem is not required to support an additional interface for LIPA/SIPTO traffic.

-
Scalability of S1-MME+ is already addressed as part of existing support for S1-MME. 

-
No changes are needed to the S5 interface.

-
No changes are needed to the S-GW implementation.
-
Mobility is not supported as mobility requires the S-GW function and the S1-MME+ interface bypasses the S-GW function and directly connects the HeNB and the MME.

-
For a UE in idle mode, the LIPA/SIPTO DL packets are buffered in the L-GW for paging.

Principle 2: Enhance the S1-MME interface to transport the session management messages between the MME and L-GW for LIPA or SIPTO services when the L-GW is colocated with the HeNB.
3. Conclusion

It is proposed capture the above analysis and to document these conclusions in the TR 23.829 
* * * First Change * * * *
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection

5.2.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

5.2.2
Architectural principles

5.2.2.1
General principles

Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;

-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections;

-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB; for SIPTO traffic for Macro Network, a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located on or above the RNC/eNB;

-
For  traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;

-
LIPA PDN can be identified by a well-defined APN;

-
Mobility management signalling between UE and network is handled in the core network;

-
Session management signalling (Bearer setup, etc.) terminates in the core network;
-
The only procedural changes required to support session management for LIPA services are between the MME/SGSN and the HeNB Subsystem.
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;

-
For  active UE’s, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.

Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
An enhanced S1-MME interface is used to transport the session management messages between the MME and HeNB Subsystem for LIPA services
5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.

5.2.2.2.1
LIPA

P-GW functions for the support of LIPA services

They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;

-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.

These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services

It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core Network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network.

MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;

-
Paging;

-
GW selection procedure for LIPA traffic.

5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.

These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services

Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.

HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.

5.2.2.2.3
SIPTO for macro network

P-GW functions for the support of SIPTO in macro network services

They are the same as LIPA case, plus:

-
per user charging and inter-operator accounting.

-
FFS: standard LI interfaces to LI Gateway to support LI for offload traffic.
For SIPTO traffic for macro network, a Local P-GW function or Local GGSN function for EPS and UMTS is located on or above the RNC and the eNodeB respectively.

Mobility-related functions are FFS.

5.2.3
Architecture variants

5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;

-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);

-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;

-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB).

Open issues applying to UMTS only:

-
Location of LIPA and SIPTO session management is FFS.

Open issues applying to EPS (LTE and S4-based UMTS) only:


None.

* * * End of Changes * * * *
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