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Abstract of the contribution: this contribution proposes IPv6 migration scenarios. 
1. Introduction

In 3GPP SA WG2#73 meeting, IPv6 migration has approved as SI. This contribution will add IPv6 migration scenarios into IPv6 migration guidelines (TR 23.9xx). IPv6 technology could be deployed on terminals, access network, core network and application server as well. It also can apply in both 3G and LTE network. In the scenario, IPv4 and IPv6 coexistence scenarios are investigated to enumerate all the possible cases with regard to terminals, network and service supporting capability. It will provide targets, for which several solutions could be figure out. 
2. Proposal
The following changes are proposed to TR 23.9xx.

* * * Proposed Change * * * *
5 IPv6 migration scenarios

5.1
General discription
IPv6 offers an immense address space as well as plentiful streamlined functions for many new service and application demands. However, current network supporting and service providing is mostly depending on IPv4. IPv6 migration should encourage a part of network evolve to IPv6 and gradually accomplish holistic transition of service and network.
With regard to an end-to-end data communication process, five components are recommended to build up a scenario. The components are terminal IP capability, type of application program, type of assigned IP address, network IP capability and capability of the service/peer. The corresponding definitions for the component are as following:

· Terminal IP capability means if UE can support IPv4 or IPv6 connections.

· Type of assigned IP address means if network allocates IPv4, IPv6 or both IPv4 and IPv6 (namely dual-stack) for terminals.

· Type of application program means if application software is designed for IPv4, IPv6 or dual stack. A IPv4 application is mainly considering IPv4 legacy application program, such as current popular applications. It’s hard to make any modifications since there are a large number of such applications. Dual stack applications are IP stack independent in order to facilitate application transplant and adaptable with various IP-capable network during IPv6 transition period. IPv6 applications are designed for an IPv6 network connection only. Those applications will show up on late stage of IPv6 migration.

· Network IP capability indicates for 3GPP access network if it supports IPv4, IPv6 or dual stack in user data plane in both GPRS and SAE network. Since for transport layer, what kind of IP version, including IPv4, IPv6 or dual stack, has nothing to do with the IP version in user data plane, here the network IP capability is only defined for IP version in user data plan.

· Service/peer capability indicates if service/peer is capable of IPv4, IPv6 or dual stack access.

Table 5.1 Basic components state
	Basic Components Name
	States

	Terminal IP capability
	IPv4 only, Dual-stack, IPv6 only

	Type of application program
	IPv4 capable, dual-stack capable, IPv6 capable

	Type of assigned IP address,
	IPv4 address only, both IPv4 and IPv6 address, IPv6 address only

	Network IP capability
	IPv4 network Dual-stack network, IPv6 network. 

	Service/peer capability
	IPv4 service/peer only, both IPv4 and IPv6 service/peer, IPv6 service/peer only


5.2
Scenario 1: Limited IPv4 public address pool
In this scenario an operator does not assign public IPv4 addresses to the UEs, e.g. since the operator does not have sufficient public addresses for all active subscribers. Instead the operator assigns private IPv4 addresses to the UEs and uses NATs to provide access to the Internet. The operator may multiplex multiple UEs onto a single public IPv4 address using traditional NATs. How many UEs that can be multiplexed depends on the number of private IPv4 addresses and ports used by the UEs. Several services popular today, such as Google maps and Ajax based services, can easily use hundreds of ports per device. There is then a risk that the amount of public IPv4 addresses and ports available to the operator is not sufficient. The analysis of this scenario will describe how IPv6 can be utilized to alleviate the problems.
5.3
Scenario 2 : Usage of IPv4-only applications while allowing UE to have IPv6-only access connectivity
The usage of legacy IPv4-only applications is a very important scenario to be supported in Ipv6 migration. IPv4-only applications, which have already got enough popularity, should be retained while transitioning to IPv6. 

The UE may be IPv6-only or dual-stack and be assigned with an IPv6 prefix as well as an IPv4 address. The network may only provide IPv6 PDN connection to a UE. For example, there is a public IPv4 address pool for a PGW. When the addresses in the pool run out, new UEs are assigned with IPv6 prefixes. The key point is that the legacy IPv4 applications on the UE do not have to be modified in order to communicate with the remote servers. This scenario is envisioned to be quite common during IPv6 migration in view of the large amount IPv4 applications.
IPv4 applications on the UE are not required to be modified in order to communicate with remote servers. The applications run in the server may be IPv4 or IPv6.
5.4 Scenario 3: Dual Stack bearer with private IPv4 addresses
In this migration scenario an operator runs its network in Dual Stack mode, i.e., the UEs are assigned both an IPv6 and an IPv4 addresses to allow UEs to reach both IPv4 and IPv6 destinations during the transition phase to IPv6 (i.e., until all services can be reached by IPv6). However, due to the limited amount of public IP addresses available to the operator, the operator does not assign public IPv4 addresses to the UEs Therefore, the operator assigns private IPv4 addresses to the UEs and uses NATs to provide access to the Internet. 

Nevertheless, in case more than 16 million UEs are active (i.e., have an active PDP context/EPS bearer) in the same network at the same time, the network will run out of private IPv4 addresses (as this exceeds the number of available private IPv4 addresses).

An option to solve this might lie in re-using the private IPv4 address range by performing the above mentioned NAT function in the GGSNs/PDN-GWs and – by this – being able to reuse the 10.* IPv4 address range per GGSN/PDN-GW instance.

However, in existing deployments the IPv4 address, which is assigned to UEs also serves as a means to indentify customers in the operator’s network. This is for instance used for operator-provided services as well as for other systems, which analyze Internet IP traffic on the Gi interface for e.g. age verification reasons (as required by regulation in some countries).

The analysis of this scenario will encompass looking into ways of leveraging the approach of using Dual Stack with private IPv4 addresses as a transition method to IPv6, while maintaining the uniqueness of private IPv4 address within the operator’s network to enable maintaining its use as a means of identification.

* * * End of Change * * * *
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