SA WG2 Temporary Document

Page 5

3GPP TSG SA WG2 Meeting #75
TD S2-095511
31 August – 4 September, 2009, Kyoto, Japan

Source:
Panasonic,
Title:
Impacts of S-GW location for LIPA/SIPTO and solutions
Document for:
Approval
Agenda Item:
9.1
Work Item / Release:
LIPA/Release 10
Abstract of the contribution: This contribution discussed the impacts of the S-GW location for LIPA/SIPTO solution 1, and suggested a few remedy approaches.
1. Introduction:

In TR23.8xyv0.1.0, the solution 1 for LIPA/SIPTO (breakout using a local PDN connection) has open issue listed in section 5.2.3:

Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

-
S11 interface to the HeNB to manage bearer setup for LIPA

The above suggested two different alternatives for LIPA/SIPTO architecture with different S-GW configurations:

· 2 S-GWs: one in HeNB for LIPA/SIPTO PDN Connection, and the other in core network for core network PDN Connection; or

· 1 S-GW with relocation: when UE is in CSG cell accessing LIPA/SIPTO, the S-GW is relocated to HeNB, and when UE moves out of CSG cell, the SGW is relocated to core network;
These two alternatives have different levels of impacts to the current SAE architecture and the PDN connection to the core network. Detail analyses of the impacts are provided in the following sections. Generally, the first alternative has architecture impact and affects the current MME operation assumptions on one SGW for a UE. The second alternative has less impact to the architecture, but it may affect the operation of the PDN connections to the core network. Both of these alternatives brings some scalability issue for the MME, since an S11 interface is to be established from MME to the H(e)NB. 
However, as analyzed in [1], a local S-GW for LIPA/SIPTO PDN access does not require the full functionalities of the S-GW for core network PDN connection. Thus, placing the S-GW function in the H(e)NB is not necessary. In view of this, this paper also introduced another alternative for the LIPA/SIPTO architecture:
· 1 SGW with local direct link for LIPA/SIPTO: the S-GW is located in core network, and LIPA/SIPTO PDN access is routed locally with a direct link established within HeNB;

With this alternative, there are lest impacts to the MME and current operation for PDN access to the core network. Details of this alternative are provided in section 2.3. 
Detail analysis and comparison between the three alternatives are provided in the following sections. 

2. Alternatives for resolving Solution 1 open issues
2.1 Two S-GW alternative and related issues:
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Figure 1. LIPA architecture with two S-GWs (in H(e)NB and Core Network)
The problem of this alternative is obviously the scalability issue and the number of interfaces to be implemented by the H(e)NB and S4-SGSN/MME. 
From H(e)NB point of view, to support LIPA/SIPTO, it needs to implement the following interfaces:

· S4/S11 (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S1-U (to core network S-GW);
Compare to a normal eNB, it implements the additional S4/S11 interface and the corresponding control plane function for the S-GW.

From MME point of view, for every H(e)NB that supports LIPA/SIPTO, it needs to have the following interfaces:

· S4/S11 (to S-GW in the H(e)NB);

· Iu/S1-MME (to HNB or HeNB);

· S4/S11 (to S-GW in the core netework):

Compare to the system that does not have LIPA/SIPTO, the S4-SGSN/MME needs to establish 1 additional instance of S4/S11 to each H(e)NB that supports LIPA/SIPTO. Therefore, the number of control plane interfaces would double for the MME. 
2.2 One S-GW with relocation alternative and issues:
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Figure 2. The Architecture with 1 S-GW with relocation
When the UE is accessing LIPA/SIPTO from the H(e)NB, the 1 S-GW with relocation alternative will result in the netework architecture as shown in Figure 2. In order to compare with the other alternative, the interfaces to be implemented for this architecture are as following:

From H(e)NB point of view, to support LIPA/SIPTO, it needs to implement the following interfaces:

· S4/S11 (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network P-GW);

Therefore, for this alternative, the H(e)NB needs to implement one more interface in control plane, i.e. S5.

From MME point of view, for every H(e)NB that supports LIPA/SIPTO, it needs to have the following interfaces:

· S4/S11 (to S-GW in the H(e)NB);

· Iu/S1-MME (to HNB or HeNB);

Compare to the 2 S-GW alternative, the S4-SGSN/MME saves on one S4/S11 interfaces to the S-GW in the core network. However, considering the small number of S-GW in the core network, this saving is not significant. The S4-SGSN/MME still needs to implement two control plane interfaces to each H(e)NB that supports LIPA/SIPTO.

Other than the above interfaces implementation consideration, this alternative also has some impact for the session/bearer management for the PDN connection to the EPC access. 
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Figure 3. Example operation for Bearer Modification for the access to operator’s core network

From the above example, it is obvious that for the Session Management operation, the signalling flow actually goes via the Broadband IP Backhaul 6 times for one round trip of the signalling. This obvious introduced a significant delay in the session management for the UE’s access to EPC. 

Depends on the deployment considerations, some operator may tolerate such delay, and some may not. Therefore this aspect should also be considered in the evaluation of the different solutions. 

2.3 New alternative: 1 S-GW with local direct link for LIPA/SIPTO
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Figure 4. The Architecture for 1 S-GW with local direct link in H(e)NB

In this new alternative, only one S-GW is used for both LIPA/SIPTO access and EPC access in control plane. 
When UE is in CONNECT Mode, in U-plane, the LIPA/SIPTO access flow will goes through the direct link from the H(e)NB to the P-GW function for the LIPA access, when the UE is in the CSG cell. Therefore, as shown in the figure, the S1-U interface between H(e)NB and S-GW only carries data flow for the EPC access, and S5 interface between S-GW and P-GW function for LIPA is only in control plane. 
When the radio connection between UE and H(e)NB is lost, e.g. UE moves out of CSG cell, or falls to IDLE mode, the local direct link would be removed. Therefore, any LIPA flows data received on the LIPA/SIPTO P-GW function will be forwarded to S-GW in the core network via the S5 interface. This can support the LIPA/SIPTO triggered paging for the UE. 
Comparing to other alternatives, this architecture requires the H(e)NB to implement the following interfaces:
· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network S-GW);

· S1-U (to core network S-GW);

Therefore, it needs to implement a simpler S5 interfaces instead of S4/S11. 

As for the S4-SGSN/MME, it only needs to implement the normal interfaces that supports the H(e)NB subsystem. 

For the S-GW in the core network, it needs to implement additional S5 interface to the P-GW function for LIPA/SIPTO (in the H(e)NB). 

The main issue for this alternative is on the triggering and control of the establishment of the local direct link for PDN connection for LIPA/SIPTO access.  There are two different approaches that could be employed, i.e. H(e)NB-PGW signalling via MME, and UE assisted detection. Main goal of these two approaches is to contain the detection function in the H(e)NB subsystem, e.g. the P-GW function for the LIPA/SIPTO, instead of MME. This significantly reduce the impacts to the current SAE architecture. They are illustrated in the following sequence diagram:
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Figure 5. Establishment of the local direct link for LIPA PDN connection

The above procedure is based on the UE requested PDN connectivity as specified in TS23.401 section 5.10. 

For H(e)NB-PGW signalling via MME approach, the following modified steps are performed:
· In step 4, the P-GW function for the LIPA/SIPTO access will recognize that the LIPA/SIPTO PDN is requested by the UE, and a direct link needs to be created to the H(e)NB. 

· In step 5, the P-GW then provides additional information for the direct link creation, e.g. address information for the direct link, TEID, or some security verification token, etc. This additional information will be transported 6, 7, transparently to the H(e)NB.
· In step 11, the H(e)NB will use this information transferred in step 7 to create the direct link for the LIPA/SIPTO PDN to the P-GW function. 
With these procedures, the LIPA/SIPTO data flow will be routed locally by the H(e)NB and P-GW function for LIPA/SIPTO. The S5 interface between S-GW and P-GW for LIPA/SIPTO will not carry any data. 
This approach requires some modification of the MME and PDN connectivity set up messages to allow the additional information to be passed between the P-GW for LIPA/SIPTO and the H(e)NB. However, it is capable to accommodate the case that the H(e)NB and the P-GW are not collocated in the same physical boxes, i.e. the SIPTO case. 

Another approach for the direct link creation makes use of UE’s assistance, and therefore would be transparent. In this approach, the following actions are carried out.
· In step 1, UE will indicate its capability of assisting the LIPA direct link creation in the PDN connectivity Request, e.g. using the PCO that will be transported to the P-GW;

· In step 4, the P-GW function for LIPA recognize this indication, and would include the corresponding direct link information into the response message to the UE, e.g. the PCO;

· In step 9, the UE transparently pass such information to the H(e)NB, and H(e)NB will make use of such information to create the direct link for the LIPA PDN connection.
Comparison to the other approach, the above procedure is transparent to the MME or core network entities. All the changes can be contained within the communication between the UE and H(e)NB and P-GW function for LIPA. 
2.4 Comparison of different alternatives

The table below listed the different 
	
	H(e)NB
	MME
	SGW in the core network
	Impacts analysis

	Alternative 1: Two S-GW
	· S4/S11 (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network P-GW);


	· S4/S11 (to S-GW in the H(e)NB);

· Iu/S1-MME (to HNB or HeNB);

· S4/S11 (to S-GW in the core netework)
	· S4/S11 (to MME);

· S1-U to H(e)NB;
	Have scalability issue for the MME, since it needs to have S4/S11 to each H(e)NB;
Changes current architecture assumption of 1 S-GW for 1 UE;

	Alternative 2: One S-GW with relocation
	· S4/S11 (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network P-GW);
	· S4/S11 (to S-GW in the H(e)NB);

· Iu/S1-MME (to HNB or HeNB);
	N.A. 
	Signalling delay for PDN connections for EPC access;
Have scalability issue for the MME, since it needs to have S4/S11 to each H(e)NB;

	Alternative 3: One S-GW with local direct link for LIPA/SIPTO
	· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network S-GW);

· S1-U (to core network S-GW);
	· S4/S11 (to S-GW in the core network);

· Iu/S1-MME (to HNB or HeNB);
	· S4/S11 (to MME);

· S1-U (to H(e)NB);

· S5 (to H(e)NB);
	Potential new IE to be defined;
Supports SIPTO;


Table 1. Comparison of different alternatives
3. Conclusions/Proposals
To adopt the text of section 2 of this paper into section 6 of TR23.8xy v0.1.0 as 6.x with proper title.  
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