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Abstract of the contribution:

The intention of this contribution is to enable operators to have full control on which IP connections/flows should be subject to SIPTO/LIPA and which are not. This contribution introduces the problem and discusses several possible solutions. Optimal methods for supporting service continuity of SIPTO/LIPA traffic are also presented.


1. Introduction
For several purposes, operators are interested in having full control of how traffic pertaining to a particular user and IP connection/flow should be routed: via LIPA or via operator’s core NW. With such control, operators will be able 
i) to monitor traffic,
ii) to legally intercept it, 
iii) to apply different charging schemes for SIPTO/LIPA and core NW traffic, respectively,
iv) to optimize access to specific Internet services (e.g., to ensure a fast access, mobility, and QoS), and

v) to add value to Internet services (e.g., block access to specific sites) 
This contribution indicates how this objective can be achieved by means of different solutions. This contribution also shows how service continuity of SIPTO/LIPA traffic can be supported with minimal or no additional complexity to both the core network and the UE.

In this contribution, we consider SIPTO/LIPA at HeNB, but the same discussion is applicable to the case of SIPTO/LIPA at (macro) eNBs. It should be also noted that the paper focuses only on SIPTO/LIPA to Internet (i.e. it is leaving out aspects of traffic to e.g. a home IP NW). 
Note: For simplicity we use only the term LIPA throughout the remainder of this contribution although our focus is also on Selected IP Traffic Offload (SIPTO).

2. Network Architecture

Figure 1 depicts the major components of the envisioned architecture, namely a LIPA enabled domain (e.g., Internet), DNS server, MME, (H)eNB, UE, Core P/S-GWs, and a local gateway collocated with (H)eNBs.

In this contribution, two types of UEs are considered: UEs using one single PDN connection (have one IP address) for both LIPA and non-LIPA traffic and UEs using multiple PDN connections (e.g., one for LIPA and another for macro network).

The local gateway collocated with (H)eNB can be either a local P-GW – LP-GW of TR 23.8xy V0.1.0- (e.g., in case of UEs using multiple APNs) or a simple L-GW with the functionalities described in a companion contribution to this meeting (S2-095292) .
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Figure 1: Overall network architecture.
3. LIPA Traffic Control
The mechanisms for LIPA traffic handling can be categorized into two different groups, namely IP-flow filter based and Core DNS-based. 

· IP Flow Filter-based: 
In this solution, PCRF (or HMS) dynamically (at run times) update (H)eNBs with “IP flow filters” for policy-based routing of traffic (i.e., separating LIPA traffic from core NW traffic). For this purpose, a new interface between PCRF and (H)eNBs should be defined and the notion of IP flow-based routing policies for LIPA should be established in PCRF (or HMS). 

IP flow-based filters take into account source/destination IP address (or sub-network address), source/destination port number, protocol version, and optionally the transport protocol type. Routing policies define which traffic is subject to LIPA; based on these routing policies, (H)eNBs decide how to route an IP flow.  LIPA traffic is simply handed over to the Local GW, collocated with (H)eNB, which performs simple NAT towards the local network: Local GW adds an entry in its NAT table for translating the global IP address of UE into an address of the local GW. This NAT functionality for LIPA traffic supports the single APN approach in a transparent manner to the UE. 

A major concern with this solution is the complexity of provisioning these IP-flow filters dynamically to (H)eNBs (or alternatively the complexity of proactively providing LIPA IP flow filters to all (H)eNBs that are LIPA capable). This incurs high cost and management complexity. 
A solution whereby the routing decision is taken centrally in the operator core and routing policies are explicitly provided to (H)eNBs during IP flow/connection setup may be preferred. Such a solution is described in the next subsection.
· Core DNS-based:
In this LIPA traffic control method, decision on which traffic is to be handled via the macro network and which one via LIPA is taken by the operator via core DNS resolutions.

Figure 2 shows how DNS is involved in the LIPA traffic handling. We consider a scenario whereby a UE desires to connect to YouTube server while being at home (i.e., via HeNB with a local GW collocated). A proxy DNS server is assumed to be at the Local GW. 

Initially, the UE issues a DNS request to the core DNS server requesting the IP address of the YouTube server. The local DNS proxy at the Local GW intercepts the DNS request and forwards it to the operator DNS server. In response to the DNS request, the Operator DNS server sends a DNS reply with the IP address of the peer along with additional information (e.g., Information 1 in Figure 2) that indicates how the traffic should be handled. Following the DNS reply from the Core DNS, the local GW takes Action 1 in case the reply indicates LIPA traffic and sends a DNS reply with particular Information 2.
A simple “DNS-based LIPA control” solution, referred to as Simple Source NATing, works following steps of Figure 2 with the following features:

•
Information 1: LIPA flag that indicates how the traffic should be handled (via LIPA or macro).

•
Information 2: Global IP address of peer

•
Action 1: Store at Local GW (or HeNB) the external IP address of the peer as to be subject to LIPA.

•
Action 2: Apply simple source NATing: Local GW adds an entry in its NAT table for translating the global IP address of UE into an address of the local GW.
It should be emphasized that whilst we involve a proxy DNS at the local GW in the DNS resolution, with simple modifications the DNS resolution can be also performed in an E2E fashion.  
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Figure 2: LIPA Traffic Handling by Operator DNS.
4.  Support of Service Continuity for LIPA Traffic

Figure 3 depicts all possible paths for both uplink and downlink traffic upon handoff of a UE to a target (H)eNB. Initially, we consider the case of UEs using one single APN. There are two possible paths for downlink traffic, namely 1D and 2D (i.e., using the X2 interface between the source (H)eNB and target (H)eNB), and 3 possible paths for uplink traffic namely 1U, 2U, and 3U.

In case LIPA is handled via IP flow filters, which either are provided dynamically (via PCRF) or have been provided pro-actively (via HMS) to the target (H)eNB, the uplink traffic breaks-out at the target (H)eNB (i.e., path 2U in Figure 3). In case of a DNS-based LIPA solution, the target (H)eNB has no information about the decision taken during the DNS resolution at the source (H)eNB and as a result, the uplink traffic will break-out at the P-GW (i.e., path 3U in Figure 3). As a result, both cases do NOT support service continuity, as the correspondent node (i.e., YouTube server) will see a different IP address (i.e., UE’s global IP address).
Service continuity for LIPA traffic can be supported only if the break-out point for ongoing connections remains the same - in the local GW of the source (H)eNB. This implies that a mechanism is needed to route the UL traffic from the UE to the anchor (H)eNB and the DL traffic from the anchor (H)eNB to the UE.
This is possible when downlink and uplink traffic traverse paths 1D and 1U, respectively. In the following, we present solutions that will enable this.

· Twice-NATing based LIPA service continuity support:

In this solution, the LIPA traffic handling follows steps of Figure 2 with the following features. 

· Information 1: LIPA flag that indicates how the traffic should be handled (via LIPA or macro).

· Information 2: Global IP address of peer in case of non-LIPA traffic. Otherwise, a local IP address of the local GW, routable within the macro network and referred to as DestNAT.
· Action 1: Allocate a DestNAT and associate it with global IP address of the peer.

· Action 2: Perform Twice NAT: translate the DestNAT address to the global IP address of the peer and the UE’s IP address into the external NAT address (Source NATing).
Using the DestNAT (which is routable within the operator network towards the source (H)eNB) and Source NAT, service continuity of the LIPA traffic can be guaranteed upon handoff of the UE to a target eNB by enforcing the downlink and uplink traffic to follow paths 1D and 1U as in Figure 3, respectively. 

In this solution, address space for Destination NAT IP Addresses at LP-GW may be limited as DestNAT must be routable in complete operator network. This limitation can be overcome in case of IPv4 and IPv6 support or by using UE’s source/destination port numbers in conjunction with the UE’s IP address to perform the DestNAT. Additionally, to avoid caching of DNS results for LIPA traffic, the DNS response can include an adequate indication (e.g., LIPA flag) based on which UEs do not cache results of DNS query, or may alternatively fully disable DNS caching for LIPA capable APNs. 
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Figure 3: Possible paths for both uplink and downlink traffic after handoff to a new (H)eNB.
· Simple-Tunnelling based LIPA service continuity support:

In this solution, the LIPA traffic handling follows steps of Figure 2 with the following features. 
· Information 1: LIPA flag that indicates how the traffic should be handled (via LIPA or macro).

· Information 2: Global IP address of peer in case of non-LIPA traffic. Otherwise, two addresses: the IP address of the local GW, routable within the macro network, and the global IP address of the peer. 
· Action 1: Include the IP-in-IP tunneling address of the local GW by means of a new DNS record.

· Action 2: Simple source NATing (i.e., UE is the source).
In this solution, from a DNS reply indicating two addresses (i.e., Information 2), the UE understands that this IP connection is subject to LIPA via the local GW and tunnels the uplink traffic to the local GW address (using simple IP-in-IP tunnel). The Simple Tunneling mechanisms could alternatively be achieved through Source Routing or the IPv6 Routing Header; in this case, the UE and Local GW would require the necessary functionality. The UE maintains per-connection/flow state to decide whether a flow should be tunneled or not. This information is kept at network-layer and is completely transparent to the application layer. Upon reselection of a new (H)eNB, the UE flushes its DNS cache in order to get the new LP-GW address with the next DNS resolution. 

In this solution, since the IP address of the LP-GW (which is used in the IP-in-IP tunnel) is routable within the operator network, service continuity of the LIPA traffic can be supported.
· LIPA service continuity support for UEs using multiple APNs (at least one dedicated for LIPA):

In this solution, UEs are assumed to have multiple established PDP context/PDN connections with different APNs, with at least one APN dedicated for LIPA. The Operator DNS indicates (in an E2E fashion) to the UE which APN to use for a given flow upon receiving a DNS query from the UE. As a result, the UE accordingly routes the IP flow/connection related to this DNS query. Service continuity for LIPA traffic is also supported as the downlink and uplink traffic follow paths 1D and 1U as in Figure 3, respectively.
In this solution, the DNS server must be aware of the configured APNs. The UE may also inform the DNS server of active APNs (currently available to UE) as part of the DNS request. The DNS server may also recommend a list of APNs in order of priority that is defined based on different parameters/metrics. The DNS server may also simply set up a flag that indicates whether LIPA should be used. In this case, UE must be able to autonomously identify the adequate APN for LIPA.
In response to the DNS reply, the UE binds the new IP flow/connection (socket) to the UE’s IP address associated with the recommended APN. UE requires simple network-level functionality for the binding process (independently from the application layer) of the new IP flow/connection with the recommend APN and could also be involved in the decision process. It is FSS what parameters/metrics to be used in the APN selection (and prioritization) by the DNS server. 
5. Concluding Remarks
In this contribution, we proposed two types of solutions for handling LIPA traffic considering two types of UEs, namely UEs using one single APN and UEs using multiple APNs with at least one dedicated for LIPA. 
One solution type is based on IP flow filters, which are either dynamically sent to (H)eNBs or pro-actively provisioned. A major issue with this type of solution pertains to the associated cost and complexity to offer the operator flexible control on a per IP flow/connection basis. The second type of solutions is based on the operator’s core DNS. We also presented a number of solutions for supporting service continuity of LIPA traffic by enforcing both downlink and uplink traffic to traverse the (H)eNB which anchors the IP flow/connection. A comparison among all introduced solutions is presented in Table 1.
Table 1: Comparison among the presented solutions.
	
	Single APN
	Multiple APNs

(DNS based)

	
	IP flow filter 
	DNS based
	

	
	
	Simple Source NATing
	Twice NATing
	IP-in-IP Tunnelling
	

	System complexity & cost
	High
	Low
	Moderate
	Moderate
	Low

	Transparency to UE
	Yes
	Yes
	Yes
	Transparent to application layer but network layer involved
	Transparent to application layer but network layer involved

	Service continuity support
	No
	No
	Yes
	Yes
	Yes

	Changes to DNS resolution
	None
	LIPA flag 
	LIPA flag & DestNAT
	LIPA flag & two adds
	LIPA flag or APN 

	Flushing of DNS caching at UE
	No impact
	No impact
	Caching not possible (unless IPv6/IPv4 NAPT supported)
	Requires DNS cache flush upon (H)eNB change
	No impact

	Issues
	-
	-
	 IP address space of LP-GW
	-
	APN prioritization
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