SA WG2 Temporary Document

Page 1

3GPP TSG SA WG2 Meeting #75
TD S2-095278
31 August – 4 September, 2009, Kyoto, Japan
Source:
Ericsson, ST-Ericsson
Title:
Internet offload for macro network
Document for:
Discussion, Approval
Agenda Item:
9.1
Work Item / Release:
Rel-10
Introduction
Offloading high-volume bulk internet traffic at the optimal location can save transmission resources for the operator, but at the same time care must be taken not to compromise the user experience with respect to service continuity during mobility. The discussion below looks at the possible locations for internet offload and analyzes the trade-off between the efficiency of the offload vs. mobility support. 
Efficiency trade-off between offload and mobility

To realize transport cost reductions from internet traffic offload, the offload point needs to be closer to user’s current point of attachment to the network compared to today’s deployments. But there are obviously limitations for this. First of all, for 3G it is not possible to offload internet traffic below the RNC level in order for the RAN functionality to work. 

Mobility of the user presents another aspect which limits the applicability of an offload point too close to the base station. To efficiently support mobility, the user must be assigned an anchor point which is high up in the network such that it covers the typical mobility pattern of the user. Selecting an anchor point that is too “low’, i.e. too close to the base station where the user is currently located risks routing inefficiency as soon as the user moves away. As an extreme example, performing internet offload at the eNB for LTE is only efficient as long as the user remains at that original eNB. As soon as it moves away to another eNB, uplink internet traffic has to first pass from a second eNB up to an aggregation point, then down to the first eNB, and then once again up to an aggregation point (similarly in the reverse direction for downlink traffic). This means that the last mile transmission resources towards the eNBs are used three times rather than once. This is clearly a very inefficient use of the precious transmission resources. (Note also that such an excessive distribution of GW functionality involving the management of too many GWs is inefficient in other aspects as well.)
Therefore there is an inherent trade-off between the efficiency of internet offload and efficient mobility support: the closer the internet offload point is to the base station, the more efficient the offloading can be initially, but it also degrades more sharply with user mobility. Note also that user mobility does not only cover the geographic mobility of the terminal – even a stationary terminal can handover from one base station to another due to changing radio conditions. Hence some degree of mobility support is typically required for most terminals. Also note that even small physical mobility of the user can translate into higher mobility effects in the transport network, e.g. due to RAT type changes. 
Therefore we conclude that internet offload should typically take place above the base station, at a location that is high above to cover most typical mobility but still low enough to give benefits for the internet offload. The optimum can be determined on a case by case basis considering all the OPEX/CAPEX aspects. E.g., for 3G internet offload could take place at the same site as the RNC. (As noted earlier, the offload location must be at or above the RNC for 3G). 
Internet offload using Local GW selection
 Internet offload can be realized by making an intelligent selection of the GGSN/PGW closer to the user’s location when the PDP context/PDN connection is activated. This is especially applicable if the operator has a dedicated Internet APN, so that the operator can choose a more nearby gateway for internet traffic while it can use a more central gateway for operator traffic. When the operator uses the same APN for both internet and operator traffic, a nearby gateway can still be selected based on the user’s location allowing internet offload, although in that case internet traffic and operator traffic cannot be differentiated to separate gateways. 
When selecting a local GW, the operator can take into account the inherent trade-off between offload efficiency and mobility efficiency, and select a GW that is most likely to optimize the transmission resource utilization. There could be ways to make the selection more efficient, e.g. to base it on different subscription types or on information available for the operator on the typical mobility characteristics of a given user. 
The local GW selection approach has the benefit that it does not cause any service disruption to the user even with user mobility while allowing for a flexible optimization tool for the operator, and at the same time it relies on the existing architecture with possible small enhancements. If properly configured, the GW selection could in the typical case reduce transmission costs by early internet offload. There could be cases when a user is more mobile than anticipated and in those cases the transmission costs might increase, but those cases would be outnumbered by transmission gains for most other users yielding cost reductions for the operator overall. 
In summary it is seen that the local GW selection approach can be used to influence the offload point when the PDP context/PDN connection is set up. Based on the discussion above, it is proposed to adopt the local GW selection approach as the way forward for internet offload. It is also proposed to investigate whether the selection of a local GGSN/PGW needs to be improved for internet offload. 
Proposal
It is proposed to document the conclusions of the discussion above in TR 23.8xy as follows. 

5.X
Solution X – Internet Offload solution based on local PDN GW selection

5.X.1
Applicability

This solution supports the following scenarios:

-
Internet traffic offload for macro network

-
Internet traffic offload for home (e)NodeB subsystem 

5.X.2
Architectural principles

Common principles applying to both UMTS and EPS:

-
The GW selection mechanism in the MME/SGSN takes into account the location of the user when the PDN connection/PDP context is activated, and selects a GW that is geographically close. 

-
Internet traffic is offloaded at the local gateway using a local peering point. 
5.X.3
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

-
Whether existing GW selection mechanisms need to be improved for internet traffic offload. 
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