SA WG2 Temporary Document

Page 3

3GPP TSG SA WG2 Meeting #75
TD S2-095275

31 August – 4 September, 2009, Kyoto, Japan

Source:
Ericsson, ST-Ericsson
Title:
Scenarios for IPv6 migration

Document for:
Approval / Discussion

Agenda Item:
9.10

Work Item / Release:
Rel-10

Abstract of the contribution:

This contribution proposes two scenarios that we consider relevant to the IPv6 migration Study Item. 

1. Introduction
This contribution to the IPv6 migration SI describes two scenarios. One scenario is dealing with roaming between operators that are using different IP version in their internal transport networks. The other scenario concerns the introduction of IPv6 Internet connectivity to already IPv4 Internet connected terminals with the intention to offload the global IPv4 address pool. There are of course other benefits of having IPv6 connectivity but these are not covered in this contribution. The purpose of this contribution is to introduce two scenarios and to invite companies to analyze and provide guidelines for these scenarios. 

2. Proposal
Scenario 1: IPv6 induced IPv4 public address pool offload scenario

It is evident that IPv4 communications to the global Internet need to be supported into the foreseeable future. With address translators, this can be supported at least for the existing operators well into the future. However, a significant public address resource needs to be held for this. It is also expected that lack of address and port resources will cause difficulties for some types of applications. If an operator has a shortage of public addresses they may move from public IPv4 addressing to private IPv4 addressing in order to conserve public address space. This way an operator can multiplex multiple users to single public IPv4 address using carrier grade v4-v4 traditional NATs while using dual-stack with public IPv6 addresses for the IPv6 traffic. In any case, with the use of private addresses and address translators, a significant amplification factor allows a large number of users to be served by an address pool. Exactly how large depends again on future traffic profiles. Google maps and other Ajax based services, iTunes, and peer-to-peer applications have become popular, and can easily use hundreds of ports per device. Analysis shows that even with such applications, existing operators can operate their networks far into the future. However, in the case of largest operators this may still require a substantial public IPv4 address allocation – perhaps even in the range of a /8. Such a pool represents property that could be used for many purposes however. New entrants may also have a problem in acquiring sufficient public IPv4 address space for very large operations.
The key tools in countering this issue are to provide Dual Stack access, and to migrate some number of applications to IPv6 in co-operation with application providers. While the number of such migrations is necessarily small, their impact on how large amount of address resources are needed can be large. For instance, if Google, YouTube, Yahoo, Microsoft, and Akamai all provided services similar to existing Google over IPv6, this would already represent a large fraction of Internet usage. The address and port usage that would normally burden the public IPv4 address pool will then be reclaimed and offloaded by IPv6 address and port usage, of which there is plenty. This arrangement is especially beneficiary when, as described earlier, the public IPv4 addresses are located in the public address pool of a traditional v4-v4 NAT and this pool can be reduced due to the offload effect of IPv6. As a side effect when more end users are dual stack connected, peer-to-peer traffic can also start using IPv6 and thus further offload IPv4 address space need in this scenario. It is somewhere here that the trend toward unused global IPv4 address pool depletion can be turned into unused IPv4 address pool replenishment.

The analysis of this scenario will describe how this IPv6 induced IPv4 public address pool offload approach can be supported in the Mobile Packet Core and provide guidelines on how operators can implement this in their networks.
Scenario 2: Transport network IP version roaming scenarios 
The 3GPP standards define a transport IP layer that can be either IPv4 or IPv6. Traditionally operator transport IP networks have been using IPv4 for the 3GPP defined interfaces that connect different PLMNs in a roaming situation. In the foreseeable future it is expected that IPv6 will also be used, mainly in EPC but also in GPRS networks. These scenarios describe the cases where two operators exchange traffic even though their internal transport networks may be using different or both IP versions. It is assumed that the roaming network exchange (GSMA GRX) is capable of handling both IP versions.
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Figure X: Control and User Plane for GTP-based Interfaces between Core Network Nodes of two operators PLMN. Example of Inter-PLMN interface where transport IP version can be either IPv4 or IPv6 
The following table list possible roaming scenarios:

	Scenario description
	Operator A 
Transport network IP version
	Operator B 
Transport network IP version

	I. Current situation. No change
	IPv4
	IPv4

	II. One party has an IPv6 only transport network. This scenario will likely arise and if it is to be supported it needs to be well defined in order to minimize the cost of establishing such roaming agreements. This scenario may call for an IP version translation mechanism suitable for the specific interface involved.
	IPv6
	IPv4

	III. This scenario is the same as scenario I. Operator A has a dual IP version capable roaming interface and uses the same IP version as the other operator. This can be agreed in advance or decided by using other mechanisms such as DNS provisioning. 
	Dual IP version support (IPv4 and IPv6)
	IPv4

	IV. As more transport networks become IPv6 capable this scenario will be the final goal of a migration process. However it can also be a result of a greenfield installation where the operators only use IPv6 for transport networks due to possible OPEX /CAPEX gain. 
	IPv6
	IPv6

	V. This scenario is the same as scenario IV. Operator A has a dual IP version capable roaming interface and uses the same IP version as the other operator. This can be agreed in advance or decided by using other mechanisms such as DNS provisioning.  
	Dual IP version support (IPv4 and IPv6)
	IPv6

	VI. Both operators support roaming over both IP versions. The preferred version to be used depends on what has been agreed in advance or, as in scenario III and V, decided by using other mechanisms such as DNS provisioning.
	Dual IP version support (IPv4 and IPv6)
	Dual IP version support (IPv4 and IPv6)


Table X: IP version roaming scenarios for transport networks between two operator  PLMNs
This table gives input for further analysis on how to provide guidelines on how operators should exchange traffic and signalling in a dual IP version operating environment. By what means an operator achieves a dual IP version capable roaming interface should not be relevant for this study, however the internal cost of choosing either of these IP versions when roaming may be of interest to an operator. Initially at least the following questions/topics should be addressed:
· How is IP version capability exchanged between operators?

· How the choice on version to be used is made?

· Is scenario II going to be supported and if so by what means?

· GSMA responsibility (if applicable)?  Is there a need for a specific IPv6 GRX network address architecture?
· Does the current standard fully support these scenarios for the defined inter-PLMN interfaces?
3. Recommendations
It is proposed that the scenarios in section 2 is included in the TR (adaptations to the outline, once agreed, may need to be done)
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