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1. Introduction

This contribution proposes to address some of the outstanding common and UMTS specific open issues for the LIPA solution using a local PDN connection.
The following common and UMTS specific issues are considered open in 6.9.3.2.2.2 of TR 23.830 v 0.4.0

-
Whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA traffic

-
Whether QoS for LIPA traffic is based on static policies (no Gx to H(e)NB)

-
Location of LIPA session management (UMTS only)

NOTE: 
What LI support is needed is left as FFS in this contribution

2. Whether mobility is supported for LIPA traffic

In determining whether mobility is supported for LIPA traffic it seems worthwhile looking at the requirements in SA1 and the choices an operator has to provide mobility that are currently available.

For LIPA traffic to the home based network, TS 22.220 states that the “loss of access to Local IP Access is acceptable as a UE moves out of H(e)NB coverage.” Therefore, for LIPA traffic to the home based network, mobility is not a requirement in SA1.

For LIPA traffic to the Internet, the operator has the option to not use LIPA but route the traffic through the core if mobility is deemed sufficiently important. Therefore, mobility should not be a requirement for LIPA traffic to the Internet either.

Now, while mobility is not necessarily a requirement, an operator may still wish to be able to support it based for example on customer requirements. Therefore, in the interest of minimizing the changes to the core network and avoiding changes to UE operations, one method to enable mobility for LIPA traffic is to enable a S5/S8 interface fromthe L-PGW to the S-GW in core network (or equivalently a Gn/Gp interface from the L-GGSN to the SGSN in the core network). When the UE moves out of the coverage of the H(e)NB, the MME/SGSN establishes a tunnel from the L-PGW/L-GGSN to the SGW/SGSN/(RNC for direct tunnel) in the core network. An operator can determine whether mobility is enabled based on subscription. For example, the CSG subscription data information can indicate whether the UE mobility is supported for this CSG.

Proposal 1: Mobility is not required for LIPA traffic but may be supported by using the S5/S8 interface from the L-PGW to the S-GW in core network or equivalently a Gn/Gp interface from the L-GGSN to the SGSN in the core network.
3. Whether QoS for LIPA traffic is based on static policies

When thinking of QoS in the context of LIPA traffic, three possible choices exist for QoS namely:

-
No QoS support for LIPA traffic.

-
QoS support for LIPA traffic with authorization managed in the L-PGW or L-GGSN function of the H(e)NB system based on static QoS policy, i.e., local QoS policy is used to manage the establishment of secondary PDP context so that no additional interfaces to the core network are needed to manage QoS.
- 
QoS support for LIPA traffic with authorization managed dynamically in the core network using PCC. This requires an interface between the PCRF and each H(e)NB system. 

Since no QoS for LIPA traffic seems unacceptable for enabling some services, and dynamic PCC may pose a substantial burden on the core network and complexity in the H(e)NB system, local QoS policy may be initially used to manage the establishment of PDP context while dynamic PCC may be considered in future releases.

 Proposal 2: Use static policy in the L-PGW and L-GGSN functions to manage the establishment of QoS resources (i.e. dedicated bearers or secondary PDP contexts) in Rel-9.
4. Location of LIPA session management (UMTS only)
For UMTS, it was proposed to either:

-
Use the SGSN in the core network to perform the LIPA session management; or
-
Define a L-SGSN function to supports the local session management for the LIPA traffic. The L-SGSN can intercept all SM procedures related to the Local IP Access PDN connectivity and perform them locally

The use of an L-SGSN is an optimization that reduces the signaling load at the SGSN and also the need to upgrade the SGSN to support the LIPA SM procedures. The disadvantage of the L-SGSN is the operator will have less or no visibility that the LIPA PDN connectivity has been activated for a UE. 

The primary purpose of the L-SGSN is to protect the core network from the LIPA SM signaling. Since this does not seem to be a concern, the best way forward is to leave all SGSN functionality in the core network and not specify the L-SGSN.
Proposal 3: Terminate the SM signaling for the LIPA PDN connectivity at the SGSN.

5. Proposal
It is proposed to agree on proposals 1-3 and to document these conclusions in the TR 23.830 v0.4.0

* * * First Change * * * *
6.3.9
Support for Local IP Access to the home based network
6.3.9.1
Description
This section addresses the architecture issues related to support for Local IP Access to the home based network

The requirements for support of Local IP Access to the home based network are defined in section 5.1.7. 

6.3.9.2
Solutions
6.3.9.2.1
Solution 1: Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
This solution enables Local IP access (LIPA) to the Internet and to the home-based network.
6.3.9.2.2.1
Architectural principles

Common principles applying to both UMTS and EPS:

· Two PDN connections are assumed for simultaneous LIPA traffic and non-LIPA traffic
· Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections
· For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB

· For non-LIPA traffic, P-GW/GGSN is located within the core network

· Local IP access PDN can be identified by a well-defined APN

· All NAS signalling between UE and network is handled in the core network

· 
· Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network 

· Mobility (to macro-network and another H(e)NB) is not required for LIPA traffic but may be supported by using the S5/S8 interface from the L-PGW to the S-GW in core network or equivalently a Gn/Gp interface from the L-GGSN to the SGSN in the core network.
· QoS for LIPA traffic is based on static policies, i.e., no Gx to H(e)NB
Additional principles applying to UMTS only:

Additional principles applying to EPS only:

· LIPA session management (LIPA PDN Connectivity establishment, Bearer management, …) is performed in the core network

6.3.9.2.2.2
Open architectural issues

This section lists the open architectural issues, which have been identified for this solution.

Note: Whether further open issues exist is FFS.

Common open issues applying to both UMTS and EPS:

· Whether the H(e)NB provides Legal Intercept (LI) functionality

· Whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)

· 
· 
Open issues applying to UMTS only:

· 
Open issues applying to EPS (LTE and S4-based UMTS) only:

· Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

· S11 interface to the HeNB to manage bearer setup for LIPA
6.3.9.3
Evaluation

6.3.9.3.1
Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
The above principles are agreed for the UMTS Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection.
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