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This contribution discusses the general architectural assumptions that can be made on interconnect networks, and how it would impact OMR. It furthermore proposes to limit the use cases considered for the solutions to simpler interconnect and roaming scenarios. 
1
Introduction
In the ongoing study for Optimised Media routing, much efforts have been on the overall requirements and scenarios. However, very little have been looked at the interconnect networks themselves, and how these impacts the overall architecture. This is in particular important if we are to route media along a different path than the call signalling. 

2
Types of Interconnects

Two IMS service provider networks, may interconnect to each other using dedicated resources (SP owned or leased)  or  resources that are directly controlled by the Interconnecting operators (direct interconnect), or by use of one or more intermediate networks (in-direct interconnect) where the resources used are not dedicated to the interconnection between the Two SPs.
2.1 Direct Interconnects

Direct interconnections may take different forms, but in principle this type of interconnect does not require intermediate signalling functions between the border functions of the two networks.
For direct interconnects, it is worth to note the geographical aspects. It is of course possible to have a single direct interconnect between the core sites of two networks. Though it is also common that several interconnects in different geographical areas are used to interconnect two Service providers. Furthermore, one operator cannot normally make any assumptions on how the other operator has organized the network. Figure 1 give a example of this.
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Figure 1. Direct inter-connects between networks (using multiple connection points).
2.2
In-direct Inter-connects

2.2.1
Interconnection over "Internets"
Two Service providers may of course agree to interconnect by tunnelling over the Internet. However, when interconnecting over internet it may problematic to provide other types of QoS than Best effort.

As no service awareness is possible, and due to security reasons some kind of tunnels would be used between the SPs. This type of interconnect can from an OMR perspective be seen as comparable to direct inter-connects
2.2.2
Interconnections over IPX networks

2.2.2.1
General

By IPX networks, we mean here managed IP networks that provide connectivity between Service provider networks only. There may be many different IPX networks globally, but the general concept is that the connectivity between the service provides is provided by one or more IPX carriers, and that the "traditional" business models of the telecommunication world will be kept. 
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Figure 2: Example overview of a GSMA IPX interconnect scenario. 

Even though there may be several different IPX networks, the rules and architectures of the IPX networks could be expected to be built on the GSMA IPX principles (as depicted in Figure 2). 
For the IPX, three different interconnect modes have been defined
· Transport mode

· Service transparent mode

· Hubbing mode

2.2.2.2
Transport mode
In this mode the IPX provides a "tunnel" between two Service providers that have a bilateral agreement. In this case the both Service provider would pay fees to the IPX carrier(s) based on traffic volume on IP-level, and any call termination fee are exchanged between the SPs without involvement of  the IPX.

This case can be seen as a variant of the direct interconnect, although the SPs may utilise some service provided by the IPX like the IPX ENUM/DNS service. 
2.2.2.3
Service transparent mode:
Also in this mode the basis is a bi-lateral agreement between the two Service Providers. In this scenario, the IPX networks take active part in establishing both the control plane and media plane connection.
To traverse and route the call across an IPX network, an IPX proxy is used. The exact details of what an IPX proxy is, is not settled, and the requirements of the IP Proxy is currently undergoing a review in GSMA.
2.2.2.4
Hubbing mode 
In this mode, the originating and terminating service providers does not have any bilateral agreements between each other. Instead the SPs have an SLA with their IPX carrier(s). The similar SLA exists between all IPX carriers which provide a "cascade" SLA between the two Service providers.  
Also in this case an IPX proxy is used to traverse an IPX carrier network.
In this case the settlement method would be that SP1s IPX provider directly or via a second IPX carrier would provide connectivity to the terminating SP. I.e. the originating party pays transit, and termination fees to the IPX carrier and the IPX carrier pays the terminating fee to the terminating SP.
2.2.2.5
Roaming Interconnections

Although the GSMA have not studied use of the interconnect modes in other scenarios that for interconnection between Home networks, it is expected that at least the two first modes, based on bi-lateral agreements could be expanded to cater for roaming as well.
The main differences would be in the settlement model, where instead of a termination fee from the originating to the terminating SP, there would be a roaming fee from the home SP to the visited SP. 

2.2.3
Interconnection using IMS transit functionality
In additions to the IPX networks, an IMS service provider may also to some extent offer interconnect services by means of the IMS transit routing capabilities. From an interconnect perspective, there would be little difference between using IMS transit functionality, and using IPX based interconnect in Hubbing mode.
3
Interactions between OMR and interconnects

3.1
Actions at Interconnects that may affect OMR
3.1.1
General

An obvious potential action at interconnects that may have effects on OMR is the need for monitoring controlling the media streams at different interconnect points.

The reason for monitoring media streams may be for several different reasons,

· Security

· Charging
· QoS monitoring

3.1.2
Security

Secure is a basic function of interconnects and used to protect from unauthorised access and misuse of the network. Different interconnects may have different levels of trust between the parties involved. Border Controllers are deployed on interconnects for the purpose of providing security. The functions that can be used for security are among others, Access Control Lists, Signalling/Media Inspection, NAT/NAPT etc.
The deployment of Border Controllers to implement these functions will tend to enforce that the media path follows signalling path, which can in some cases work against OMR. 

In particular, the deployment of Border Controllers or other intermediate nodes within an Interconnect network needs to be considered. When an interconnect network is provided by multiple Carriers, ( e.g. GSMA IPX ), then it is possible that Border Controllers or other intermediate nodes are deployed within the interconnect network and will try to enforce that the media path follows the signalling path.

The deployment of Intermediate nodes can make it more difficult to establish if there are alternate connectivity paths between the two endpoints. 

3.1.3
Charging

Interconnect agreements will include tariff and settlement arrangements. The current models are based upon the assumption that the media path follows the signalling path, and the signalling is used to generate CDRs that are used in settlement. It is unclear how Interconnect Agreements would be set up where the signalling goes across one set of Carriers, but the media path goes across a different set of Carriers. 
3.1.4
QoS Monitoring

Interconnect Agreements will include QoS KPIs as part of the SLA. Carriers need to be able to show that they are meeting the QoS KPI aspects of the SLA. The QoS monitoring may be done via passive or active monitoring. It is unclear where SLA responsibility lies if the media path is separately negotiated and involves other Carriers.  Even if Carriers were to contribute QoS KPI information to a central repository that is visible to all Carriers, it may be difficult to associate signalling paths with media paths.

The same sort of problems occur for trouble shooting, following customer complaints about poor media QoS.

3.2
Pre-requisites to apply OMR

Before OMR can be applied, it is important that a number of aspects can be fulfilled.
One important aspect is that, end-to-end connectivity can be established providing the QoS that is expected for the session. This includes that the entities involved in establishing the OMR path in the originating and terminating networks have accessibility to the same interconnect, and that all gateways that need be traversed and that performs media anchoring or pin holing can be opened.
One example is in Figure 1 where IBCF B1 and IBCF A2 both can control interconnect resources to the other SP, but no interconnection can anyway be established using this pair of IBCFs

Another Prerequisite that normally would apply for OMR to take place is that the cost of delivering the call using OMR should not be higher than not using OMR. Normally, the cost to place a call need to be divided between the cost to place the call in the control plane, and costs to deliver the media. The current model for a call is that media resources are reserved/allocated during the call plane establishment phase, along with the control signalling. I.e. all Service providers and interconnect providers taking part in the call establishment have prepared to also enable the media plane connectivity, and are then prepared to impose the relevant fees for both providing both control plane and media plane connectivity.

If optimized routing can be performed, it would normally be expected that the cost for traversing the interconnects along the "long" call signalling path would be reduced if media is to be routed along another Optimized Path.
For this to happen, it will of course require that each provider involved in the long call path is aware that OMR takes place, and probably also consent. This means that all parties need to accepts that optimised media routing takes place, in the sense that the traversal fees should be reduced if the media resources are not used. Such acceptance may of course be included in bilateral SLAs, but as the establishment of the OMR path is to be performed between entities close to the end-points in the call path,  this information may need to be explicitly indicated in signalling.
4
Roaming Scenarios

When considering OMR, the question is whether the focus should be to try to create a very flexible solution, that could theoretically solve all type of scenarios of roaming and interconnect, or whether to concentrate on a few specific scenarios. 

The majority of calls in a roaming scenario are placed either to another user in that country or placed to the country of the home network of that user. Hence solving optimization for these scenarios would cover a very large portion of the roaming scenarios, and might be a good start for a solution to focus on. 

If such simplification could be made, the assumptions of the interconnect networks could potentially be made simpler as well. If the originating and terminating user are within the same country, it may be assumed that a simpler form of interconnect could be available, e.g., direct interconnect (or indirect interconnect with similar properties, such as transparent mode).  
5
Conclusions
The fact that OMR can be done, does not always imply that it will provide any larger benefits. It is hard to predict in many cases whether there will be a real optimization or not (which depends on many factors described above). Hence, there will be a need to have clear policies when to apply OMR. 
Some cases where we believe it would make sense to apply OMR are: 

a)
UE A and UE B are in the same visited network.
b)
The visited networks of UE A and UE B are close by (e.g., same country/area). 

c)
UE A is visiting the home network of UE B or vice versa

d)
UE A is visiting a close by network of the Home of UE B or vice versa
If we consider these 4 cases, a) and c) are potentially reasonable simple to determine that there will be optimal routing, and to create a reasonable simple solution for. 
Cases b) and d) are somewhat more problematic as they introduce the term close-by. However, if we start looking on the solution plane, it may be expected that many close-by networks will have interconnects with the "direct interconnect" property.

If solutions were needed to support OMR cases, where no direct interconnection property exist, more information is needed about the architecture of the indirect interconnects (using e.g., IPX proxies) before solutions could be discussed. To understand these aspects and potential obstacles, it would then be needed to liaise with operator organisations like the GSMA, which also have been working with the IPX concept. In particular it will be very important to understand the functionality of the IPX proxy and how that may impact OMR.
To not unnecessarily delay the development of OMR, it is suggested to focus on a few scenarios, and concentrate the solution work on such.  I.e., instead of trying to create a full-fledged solution that caters for all different cases, we suggest, that for Release 9, it is sufficient to develop a solution that can cater for: 
1
cases a) and c) above

2
cases b and d) above where Close-by is limited to cases of direct interconnect (or indirect interconnect with similar properties, such as transparent mode).
Input for TR 23.894:
Begin Change
7.Y
Scenarios

The following scenarios are considered to be priority for OMR: 

a)
UE A and UE B are in the same visited network.

b)
The visited networks of UE A and UE B are close by (e.g., same country/area). 

c)
UE A is visiting the home network of UE B or vice versa

d)
UE A is visiting a close by network of the Home of UE B or vice versa

Where Close-by above is limited to cases of direct interconnect (or indirect interconnect with similar properties, such as transparent mode).
Optimizations of scenarios that traverse the same network multiple times on the path could be considered but with lower priority.

NOTE:
Using interconnects without direct interconnect property can impose problems e.g., due to intermediate proxies, which may have properties impacting potential solution that cannot be foreseen. 
7.Y
Alternative 1

TBD
Next Change
Annex X
Interconnect Assumptions
X.1
Direct Interconnects

Direct interconnections may take different forms, but in principle this type of interconnect does not require intermediate signalling functions between the border functions of the two networks.

For direct interconnects, it is worth to note the geographical aspects. It is of course possible to have a single direct interconnect between the core sites of two networks. Though it is also common that several interconnects in different geographical areas are used to interconnect two Service providers. Furthermore, one operator cannot normally make any assumptions on how the other operator has organized the network. Figure X.1 give a example of this.
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Figure X.1. Direct inter-connects between networks (using multiple connection points).

X.2
In-direct Inter-connects

X.2.1
Interconnection over "Internets"

Two Service providers may of course agree to interconnect by tunnelling over the Internet. However, when interconnecting over internet it may problematic to provide other types of QoS than Best effort.

As no service awareness is possible, and due to security reasons some kind of tunnels would be used between the SPs. This type of interconnect can from an OMR perspective be seen as comparable to direct inter-connects

X.2.2
Interconnections over IPX networks

X.2.2.1
General

By IPX networks, we mean here managed IP networks that provide connectivity between Service provider networks only. There may be many different IPX networks globally, but the general concept is that the connectivity between the service provides is provided by one or more IPX carriers, and that the "traditional" business models of the telecommunication world will be kept. 
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Figure X.2: Example overview of a GSMA IPX interconnect scenario. 

Even though there may be several different IPX networks, the rules and architectures of the IPX networks could be expected to be built on the GSMA IPX principles (as depicted in Figure X.2). 

For the IPX, three different interconnect modes have been defined

· Transport mode

· Service transparent mode

· Hubbing mode

X.2.2.2
Transport mode

In this mode the IPX provides a "tunnel" between two Service providers that have a bilateral agreement. In this case the both Service provider would pay fees to the IPX carrier(s) based on traffic volume on IP-level, and any call termination fee are exchanged between the SPs without involvement of  the IPX.

This case can be seen as a variant of the direct interconnect, although the SPs may utilise some service provided by the IPX like the IPX ENUM/DNS service. 

X.2.2.3
Service transparent mode:

Also in this mode the basis is a bi-lateral agreement between the two Service Providers. In this scenario, the IPX networks take active part in establishing both the control plane and media plane connection.

To traverse and route the call across an IPX network, an IPX proxy is used. The exact details of what an IPX proxy is, is not settled, and the requirements of the IP Proxy is currently undergoing a review in GSMA.
X.2.2.4
Hubbing mode 
In this mode, the originating and terminating service providers does not have any bilateral agreements between each other. Instead the SPs have an SLA with their IPX carrier(s). The similar SLA exists between all IPX carriers which provide a "cascade" SLA between the two Service providers.  

Also in this case an IPX proxy is used to traverse an IPX carrier network.

In this case the settlement method would be that SP1s IPX provider directly or via a second IPX carrier would provide connectivity to the terminating SP. I.e. the originating party pays transit, and termination fees to the IPX carrier and the IPX carrier pays the terminating fee to the terminating SP.

X.2.2.5
Roaming Interconnections

Although the GSMA have not studied use of the interconnect modes in other scenarios that for interconnection between Home networks, it is expected that at least the two first modes, based on bi-lateral agreements could be expanded to cater for roaming as well.

The main differences would be in the settlement model, where instead of a termination fee from the originating to the terminating SP, there would be a roaming fee from the home SP to the visited SP. 

X.2.3
Interconnection using IMS transit functionality

In additions to the IPX networks, an IMS service provider may also to some extent offer interconnect services by means of the IMS transit routing capabilities. From an interconnect perspective, there would be little difference between using IMS transit functionality, and using IPX based interconnect in Hubbing mode.
X.2
Actions at Interconnects that may affect OMR
X.2.1
General

An obvious potential action at interconnects that may have effects on OMR is the need for monitoring controlling the media streams at different interconnect points.

The reason for monitoring media streams may be for several different reasons,

· Security

· Charging

· QoS monitoring

X.2.2
Security

Secure is a basic function of interconnects and used to protect from unauthorised access and misuse of the network. Different interconnects may have different levels of trust between the parties involved. Border Controllers are deployed on interconnects for the purpose of providing security. The functions that can be used for security are among others, Access Control Lists, Signalling/Media Inspection, NAT/NAPT etc.

The deployment of Border Controllers to implement these functions will tend to enforce that the media path follows signalling path, which can in some cases work against OMR. 

In particular, the deployment of Border Controllers or other intermediate nodes within an Interconnect network needs to be considered. When an interconnect network is provided by multiple Carriers, ( e.g. GSMA IPX ), then it is possible that Border Controllers or other intermediate nodes are deployed within the interconnect network and will try to enforce that the media path follows the signalling path.

The deployment of Intermediate nodes can make it more difficult to establish if there are alternate connectivity paths between the two endpoints. 

X.2.3
Charging

Interconnect agreements will include tariff and settlement arrangements. The current models are based upon the assumption that the media path follows the signalling path, and the signalling is used to generate CDRs that are used in settlement. It is unclear how Interconnect Agreements would be set up where the signalling goes across one set of Carriers, but the media path goes across a different set of Carriers. 

X.2.4
QoS Monitoring

Interconnect Agreements will include QoS KPIs as part of the SLA. Carriers need to be able to show that they are meeting the QoS KPI aspects of the SLA. The QoS monitoring may be done via passive or active monitoring. It is unclear where SLA responsibility lies if the media path is separately negotiated and involves other Carriers.  Even if Carriers were to contribute QoS KPI information to a central repository that is visible to all Carriers, it may be difficult to associate signalling paths with media paths.

The same sort of problems occur for trouble shooting, following customer complaints about poor media QoS.
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