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Abstract of the contribution: Analyze the potential scalability issues that IMS might encounter in the case of supporting increasing number of subscribers and then propose the possible solutions. After that, the possible changes are summarized based on the analysis.
Problems
This paper studies the potential scalability issues that operators might encounter during IMS deployment and operations. With the continuously increasing number of subscribers operators usually are required to deploy multiple HSS that might be distributed geographically. SLF is deployed to handle multiple HSS selection. 
Further, to prevent an SLF service failure (e.g. in the event of a server outage) and capacity bottleneck, the SLF could be distributed over multiple servers. Several approaches could be employed to discover these servers. An example is the use of the DNS mechanism in combination with a new DNS SRV record (23.228 v860 5.8.3).
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Note. X-CSCF represents I-CSCF or S-CSCF

If operators adopt the above HSS expansion model, they might encounter some scalability issues as follows.
1) Given an IMPU/IMPI string SLF is used to resolve the specific HSS address where the subscriber data is stored, so the mapping indexes between IMPU/IMPI and HSS address should be stored in SLF. With the continuously growing number of subscribers the index tables stored in SLF increase accordingly. Some algorithms can be employed to optimize the index table for TEL URI (E.164), for example, TEL URIs with common number segment could be stored in the same HSS to reduce the size of index table in SLF. However, SIP URI (username@operator.domain) is also adopted in IMS to represent IMPU/IMPI. Unlike TEL URI (E.164), the user name in IMPU is usually selected by subscribers’ will and it’s difficult to optimize SIP URI based index tables. So there would be a tremendous index table in SLF in the case of supporting a vast number of subscribers (e.g. 100+ million) if all the sukbscribers are located in the same domain and it’s hard to guarantee the efficiency of accessing SLF via Dx and Dh interface.
2) Every time operators provision new HSS entities to expand network capacity, all distributed SLFs must be synchronized with the new indexes. The larger the network capacity is, the larger the number of SLFs is, and the more time-consuming the synchronization will be.
Possible solutions
Based on the above analysis, the following problems should be addressed.
1) How to reduce the size of index tables in SLF in the case of supporting a vast number of subscribers? 

2) How to make the synchronization between SLF/HSS easier and automated?

If we can resolve the first problem and reduce the size of index tables in SLF tremendously, the second problem is supposed to be alleviated to a great extent.
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A much smaller index table should be designed in each SLF and the routing mechanism might be required to be supported between SLFs to locate the appropriate SLF where the destination index is stored. This is our initial thoughts about the solution and it's far from mature, and probably the solutions might be changed later on.
Proposed changes
It’s proposed to add the section “Scalability” of problem description on TR 23.812(Feasibility Study on IMS Evolution). Refer to S2-087780 for more information.
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Figure 1: HSS expansion model





Figure 2: Possible new HSS and SLF changes
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