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Abstract of the contribution: Proposal to add a downlink MBR limit as a UE capability parameter, which is mediated by the MME to the eNB and utilised by the MME for UE-AMBR calculation.
1
Introduction
Current E-UTRAN specifications fail to give proper guidance to terminal system design in terms of maximum data and packet rate. This raises issue of over budgeting in terminal system design. Root cause for this is high Maximum/Expected user data rate Ratio (let’s call this as MER for short).
· Maximum user data rate is data throughput seen by single terminal in perfect air interface conditions with given L1 capability i.e. Maximum user data rate is the maximum throughput that can be reached.

· Expected user data rate describes the point in data throughput CDF (cumulative distribution function) that covers most (80...90%) of the terminal experienced uses i.e. Expected user data rate can be understood as a border of data throughput that is rarely exceeded in real deployment scenarios.
Terminal system design has to be based on maximum data rate scenarios to ensure that the terminal is functional in all network deployments including lab testing with near perfect air interface (in practice a cable connecting  eNB to terminal). This raises an issue of over budgeting of terminal processing, memory and battery capacity to cope with maximum data rate scenarios. Justification to this over budgeting is anyhow weak at best, since probability of exceeding Expected user data rate in real world deployment is relatively low.
2
Maximum/Expected user data rate ratio evaluation
This chapter is to written to shed some light to magnitude of MER. Configurations defined in 3GPP TR 25.814 V7.1.0 are assumed. Figures are based on simulations.
With given configurations (10 users, 10Mhz bandwidth, full buffer), expected downlink user data rate seen by a terminal falls in the area of 1Mb/s (50-60% CDF) to 2Mb/s (80% CDF). 100% CDF point is around 4...4.5Mb/s. Expected uplink data rate seen by a terminal falls in area of 500kb/s to 1Mb/s. 
Maximum user data rate case is neither defined in specification nor simulated. Value can anyhow be estimated with reasonable accuracy from L1 peak data rates when air interface is assumed to be ideal and only one user/cell. Maximum downlink and uplink user data rates equal L1 peak data rate multiplied by 0.8. Factor 0.8 is used to remove effects of headers and other overheads (actual value is based on experiences from past). 
MER for class 4 UE (see R1-073439) is defined in table 2-1 using above Expected data rate values. 10 MHz cell bandwidth is assumed.
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Max data rate 48 24

Expected data rate 2 1

Ratio (MER) 24 24


Table 2-1: MER for uplink and downlink
NOTE: This calculation is illustrating a typical use case scenario and does not mean that the Expected data rate within the UE would be dimensioned for 2MB/s. Based on the proposed solution in chapter 3, an example of possible data rate dimensioning is given in section 4, where a class 4 UE is dimensioned to 20MB/s
3
MER relation to terminal resource requirements
Following chapters outline some effects of over budgeting to UE in terms of memory consumption, processing capacity and power consumption. Figures presented in chapter 2 are used to illustrate examples.
3.1
Memory consumption
TCP (Transmission Control Protocol) is used commonly to transfer data between server and client. TCP flow control is based to receiver feedback controlled transmission window. Bandwidth delay product can be used to determine minimum size for transmission window.
Example: 
With 1 Mb/s target uplink throughput and 150ms RTT (figure includes switching and propagation delays in internet in addition to E-UTRAN specific delays) required window size is 150kb (18.75kB). 
With 2 Mb/s target downlink throughput and 150ms RTT required window size is 300kb (37.5kB).

Normally TCP window size is over dimensioned to level of two times of required minimum to cope with delay variation caused by mobility. Further, TCP window size is user configurable. When connected to PC, 64kB window is used since it is the Windows/Linux default TCP window size.
If maximum uplink user data rate (24 Mb/s) needs to met, TCP window must be increased to 24 times larger (150kb x 2 x 24 = 7.2Mb (900kB)). In downlink, window size of 300kb x 2 x 24 = 14.4Mb (1.8MB) would be required to support 48 Mb/s link throughput.
3.2
Processing platform capacity and battery consumption
A terminal offers data transfer as primary service. Terminal workload can be expressed as data rate. If data rate is increased to 24 fold, processing capacity requirements of a terminal rise significantly (For example calculations see Annex A). 

In addition, due window based flow control and error detection /correction schemes (ARQ, TCP), memory capacity requirements of a terminal will increase when data rate increases. Data rate increase also attributes to number of memory accesses that again translates to memory bandwidth requirements.

Both memory and processing capacity can be translated to current consumption. Higher platform capacity in terms of data rate requires faster/more memories and higher clock frequency which both consume more current.

Current degree of over budgeting will increase platform power consumption and price.
4
Proposed solution

MER translates to a degree of over budgeting of computational resources in the terminal. Obviously assumptions are made in terminal system design phase to lower the degree of over budgeting. These assumptions focus to reduce requirements set to the terminal by identifying “insane” scenarios within use cases.

In other words, UE system design is forced to rely on assumptions that only reasonable use case scenarios will occur in real deployment. Past has shown that these assumptions hold most of the time. Occasionally there are anyhow cases that cause issues to terminal.

Even with above described non-constraining limits, an unreasonable level of over budgeting remains mainly due to laboratory environments, where a terminal must support (this has been requirement from operators) user data rates specified at L1 level due ideal air interface conditions. In other words, the currently defined set of L1 related capability parameters fails to address the user data throughput capability of the terminal

These use case scenarios must be limited through aset of constraining limit values. Since these limits are UE implementation specific, these values should be included to UE Capability class definition. Possible parameters and parameter impacts to system operation is discussed below.

4.1
DL MBR Limit
User data rate related UE capability class parameter named MBR Limit is proposed for downlink directions. As naming implies, capability parameter sets constraints to downlink user data rates. The Downlink MBR Limit should be enforced within the network across the aggregate of all active non-GBR and GBR bearers of a UE. The Downlink MBR Limit may be lower than the MBR Limit indicated within UE capability, in cases where the subscribed maximum bitrate is lower than the UE capability. 
Currently TS 23.401 [2] already defines user data rate limiting functionality with AMBR parameters based on user subscription level agreement with an operator. This means that essentially higher layer processing capability limits the maximum subscription level an UE is able to support. So in fact in many networks a mechanism to limit to UE data rate is already implemented but this knowledge is not visible in the UE and terminal implementation cannot utilize this to reduce costs of the UE. Furthermore, the AMBR is currently only applied across all non-GBR bearers. 
In order to support the DL MBR Limit within the network, there are two possibilities. Firstly, the AMBR could be redefined so that it limits the aggregated bitrate of all active EPS bearers of a UE, with GBR or non-GBR bearers both included. The MME would receive the UE specific Downlink MBR Limit during initial attach and ensure that the downlink UE-AMBR does not exceed the UE specific Downlink MBR Limit. The eNB would be required to enforce the UE-AMBR across all GBR and non-GBR bearers.
· For consistency, this modification would also require that APN-AMBRs are defined to span across all active EPS bearers regardless of their bearer type (GBR or non-GBR)
Another option would be for the eNB to enfore a total downlink MBR Limit in addition to the currently existing AMBR limit enforced across all non-GBR bearers  The MME would receive the UE specific Donwlink MBR Limit during initial attachand ensure that the downlink UE-AMBR does not exceed the UE specific Downlink MBR Limit. In addition to the UE-AMBR, it would also need to signal the DL MBR Limit to the eNB. The eNB scheduler should not exceed the total DL MBR Limit.The DL MBR Limit should not limit normal use case scenarios i.e. it should defined to level that prevent only data rates having low probability. 

Example

UE declares 20Mb/s MBR (downlink) while supporting class 4 (~75Mbps) at L1 level. This would cut MER more than 50% compared to current situation.
Such a limit would also enable UE to support high L1 class while supporting only fraction of maximum user data rates. This would increase total link capacity significantly as NW could utilize whole link capacity more efficiently by allocating short “bursty” allocations whenever UE is in good radio conditions. Without such parameter UE would be forced to use lower L1 capability class to limit user data throughput. Additionally UE memory consumption would be decreased with this kind of capability as described in the Annex A due to less buffering requirements in the UE – Memory cost is very significant part of UE chip costs due to silicon area increase - A saving per UE could be quite significant.
One could of course say that this kind of AMBR DL capability is not required as one can utilize same in the TCP/IP layer (or by faking CQI/HARQ reports), but these kind of methods would cause lost eNB capacity and should not be anyones interest. To the user this would be seen in big variations in the perceived throughput. 
4
Conclusion
High MER and degree of over budgeting caused by MER is directly translated to more costly and power hungry terminal implementation. Ultimately this also makes environmental footprint of terminal business larger. 
With current L1 based capability class definitions, an UE has to support equal user data rate than eNB difference being that UE is battery operated device.By defining set of parameter described in chapter 3 terminal side system design will have solid limitations instead of set of assumptions to work with. Thus we propose to introduce UE capability of DL MBR Limit for the reasons presented in the paper and summarized below:

· UEs could give real indication of application/interface processing possibilities to the NW thus allowing e.g. USB modem type of UEs to indicate USB interface speed in addition to of L1 capability. This would allow such a UE to have very high instantaneous data rates, but then limit higher layer data speed due to USB interface limitations
· UE could be designed in cheaper way as this would allow less memory consumption

· Unreasonable processing requirements for highest L1 category UEs would be prevented and it would be easier to implement to comply with higherer L1 processing capabilities thus allowing more scheduling flexibility and better link utilization in the eNB. This would be achieved as the eNB will basicly enver allocate whole link capacity to one UE, but divide it between multiple UEs.’

If agreed, Nokia will provide necessary CRs to TS 23.401.

Annex A: Example calculation
If bidirectional continuous transfer is active, meaning that terminal is transmitting and receiving one transport block every 1ms, UE has three transport blocks in different stages in processing chain simultaneously (processing time budged for UE is 3ms). Continuous transfer will thus set the worst case processing capability requirement for UE. 

Above mentioned worst case forms high level fixed schedule for any terminal supporting E-UTRAN (receive control channels, receive downlink data, and transmit uplink data and control). To ensure that fixed schedule can be executed, related processing stages cannot overlap in time, if stages are sharing same processing capacity (located on same CPU for example). Overlapping of stages would require enough resources to execute overlapping stages at timely manner. This is not feasible due high processing capacity requirements of single stage.

Let say that three stages sharing same CPU have hard execution dead lines of 1ms, 0.5ms and 0.3ms (some arbitrary number for sake of example). Lets again say that stage 3 (0.3ms) relates to creation uplink transport block.  Processing capacity requirement of stage 3 is divided to constant and variable part. Constant part is 0.20ms and variable part can use the rest. Variable part workload is dependent from number of IP packets fitting to an uplink transport block.  Stage 3 is also bottleneck dead line i.e. processing capacity requirement if stage 3 determine how much processing capacity underlying CPU has to offer.

Number of IP Packets can be determined roughly when we know size of IP packet and transport block capacity. 

(Eq 3-1)Number of IP packets / Transport block ~= Transport Block Size / IP Packet size

If IP packet size is kept constant (12000b, 1500B), it is easy to see that workload (IP Packets/TB) is dependent from size of transport block. Transport block size is dependent from user data throughput and DTX length. In this example we continuous transmission is in use -> TX rate is 1000 Hz.

(Eq 3-2) Transport block size = Throughput / 1000

With expected uplink user data rate of 1Mb/s, transport block size is 1000b (125B) and with Maximum user data rate of 24Mb/s 24000b (3000B). 12 transport blocks size of 1000bit would be required to accommodate an IP packet of 1500B. 24000b transport block on other hand would accommodate 2 IP packets.

Let say that average size of IP packet is reduced to 500B (Multiple simultaneous data streams consisting TCP ACKs, RTP traffic and data). This would scale above number with factor 1500B/500B = 3. Worst case workload would thus be 6 IP packets/transport block.

If we assume that used CPU is running at 200 MHz, 0.1ms would translate to 200MHz x 0.1 ms = 20000 instructions (simplified for sake of clarity). To make system robust to interference (blocking) from system, above figure must be multiplied by 0.75 -> 15000 cycles is in disposal of variable part processing.  In worst case with 6 IP packets/transport block processing of an IP packet can thus take 15000/6 = 2500 instructions at maximum. 

If we would be able to limit uplink user data rate to level of 12 Mb/s, IP packet handling would use only half of the allocated capacity (0.05ms) meaning that we could reduce CPU clock to level of 1/3 x 1/2 = 1/6 -> 200 MHz x 1/6 = 166 MHz. This would again reduce current consumption of device.
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