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Updates from 5161 and 5723 (no revisions on revisions used within change section):

1.
Sx-U definition updated to be applicable for EUTRAN -> HRPD HO only:

Sx-U:
This User Plane interface is used to forward DL data to minimize packet losses in mobility from E-UTRAN to HRPD.

2.
Swapping the labels of 11f. and 11g. (Correction of copy paste error), and changing this transaction from “Indication of IP-CAN Session Establishment” to “Modification of IP-CAN Session”.
3.
Added a note for on time switching indication from EUTRAN (step 11a):
Editors Note: The U-Plane switching indication from EUTRAN in this step is specific to this handover case. The impact of this solution to other handover cases is FFS.
1. Introduction

SA2#60 agreed the EUTRAN -> HRPD handover signalling sequence, but the U-plane handling was left open. Consequently, the agreed handover flow contribution S2-074642 includes both early and late switching, and data forwarding for DL data. The issue was addressed at least in documents S2-074114 and S2074179, but the meeting concluded that not all aspects have been considered. This contribution aims to address any remaining items, and finally bring all points together to conclude on the matter.
2. Discussion

2.1 The problem to be solved, and required solution characteristics
Handover creates a gap in the communication path. This gap is caused by the time it takes to switch the communication links in the radio. The switching happens in two places, in the UE and PDN GW as shown in Figure 1 below.


[image: image1]
Figure 1 Switching points for the U Plane in EUTRAN -> HRPD HO
Annex 1 to this contribution provides a full analysis on the problem to be solved. The key points are:

· There will always be a gap in UL and DL data flow caused by the break in radio. There is an additional gap in UL if binding is updated only after UL data flow through the target RAN has started. The flow switching and forwarding solutions would need to cover either or both of these.

· Forwarding will be a mandatory function, if minimum data loss is the target. It will be too difficult to align the switching in the PDN GW and UE to happen logically at the same time considering even minor delay variations in signalling and data transport.
· All data will be delayed for the duration of the handover gap. If the gap is large compared to the delay requirements of the service data, it may be that the data is delayed too much. It will be best to leave this decision to the applications that will anyway need to be capable of handling delay variations, and handle all data equally in the system.
In addition, the following points should be considered for the solution.

· Data loss should be minimized. EUTRAN -> UTRAN handover is the reference level. 

· Complexity needs to be aligned to the use case which is handover taking place most likely only once per session. Utilising existing components that will be anyway needed for other handover cases will mean less work to standardisation and implementation.

· If handover cancellation is desired, sensible handover cancellation will be possible only before the switching of the U-Plane flow in PDN GW and UE is made in the network and in the UE. Error handling and will require more attention after the switching.

· Handover from EUTRAN to HRPD is likely to be infrequent, and while the overall requirements for HO interruption times are to be met, the level of seamlessness should be adequate for the handover use case.

2.2 Solution alternative 1; Switching before HO Command  a.k.a Early switching

This solution has been described S2-074114 that was presented in SA2#50. The U-Plane is switched during the handover preparation phase. It assumes that UL flow may continue after the switching via the source system until UE makes the switch in radio. Since the target side is also ready after the switching, there is no need for UL forwarding. The solution in S2-074114 also suggests that the source eNB would empty its DL buffers before making the radio handover, so that there would be no need for forwarding data, but forwarding is still presented as an option.

In overall, this solution builds on top of the existing 3GPP functionality, and if forwarding is not used at all, it is rather simple, keeping the solution well focused to the scope of the original handover scenario. The question is whether the mentioned downsides are acceptable, i.e. if the quality is good enough in terms of lost packets. If forwarding is not done, packets may be lost. The solution also requires that PDN GW allows handling UL data after the Proxy Binding has been changed, which is not evident in PMIP documentation today, and would need to be clarified. The robustness does not seem to be too much at risk, since additional error cases represent very unlikely cases. Adding the forwarding as an option would reduce the risk of not meeting quality expectations in DL, but it would mean loosing the simplicity advantage.
2.3 Solution alternative 2; 3 Switching at the radio HO time a.k.a On-time switching

This solution was introduced briefly in the discussion during SA2#50, and the main point is that the switching of the DL flow in PDN GW is triggered as close to the gap in radio as possible. The solution is similar to the early switching solution mentioned above, but the switching would happen only after the UE is commanded to make the handover, triggered by the eNB right after step 11 in the existing flow.

This alternative performs very well in UL direction removing need for any special PMIP handling or UL forwarding, but since more packets would be lost in the DL than in early switching without forwarding, mandatory DL forwarding would be needed to meet quality expectations. The alignment with existing 3GPP procedures is also good, although it introduces a completely new S1 and S101 procedures for triggering the switching.

2.4 Solution alternative 3; Switching the flow after UE has tuned to the target cell a.k.a Late switching

Switching the U-Plane after the handover in radio is shown in contribution S2-074179, and in step 14 of the agreed handover flow. This switching alternative utilises forwarding in DL direction, and contribution S2-074179 also assumes UL forwarding, to cater for the time it takes for the PDN GW to switch the flow. If forwarding is used both in UL and DL direction, one alternative would be to retain the U-plane flow in the forwarding path, and only update it later, e.g. when the terminal goes to idle state. Contribution S2-074179 also includes an additional concept where forwarding is not started from eNB, but rather from Serving GW.

Switching the U-Plane after the UE makes appearance in the target HRPD access aligns very well with the existing handover cases defined in 3GPP (both successful and unsuccessful) when DL is concerned. The forwarding in DL direction must be used to avoid losing the packets that would have been sent during the handover gap. The main question related to this solution is that UL forwarding would be required also, in order to avoid further delay caused by PBU/PBA completion. Also the solution shown in S2-074179 assumes that forwarding would be started in S GW, which means loosing the packets that have already been sent to eNB.
2.5 Conclusions on the solutions

Based on the analysis of the key features of the three proposed U-Plane handling solutions, it can be concluded that the solution where U-Plane is switched at the radio HO time a.k.a On-time switching best meets the criteria for solution U-Plane handling solution:

· The solution meets the overall performance requirements with minimising the data loss, and duration of U-Plane treatment during handover.

· The solution avoids UL forwarding by switching the flow early enough before UE arrives to the target system.

· The functionality for DL forwarding aligns well with the existing handover cases specified in 3GPP, even if Sx-U interface is new, and will require some additional development effort.
· The overall complexity in terms of completely new and specific functions needed is low, and meets the development effort requirement for infrequent handover.

· The eNB control over the handover is retained at good level, since the eNB can control both radio and P GW switching, and handover cancellation can work in the same way as in intra EUTRAN handover cases.

· Additional error cases caused by switching the flows in parallel represent small minority of the overall error cases, and can be remedied with procedures used for other similar purposes.
3 Proposal

It is propose to agree that the U-Plane handling will be specified as described in this contribution for on time swithching, and in accordance to this decision, the Sx-U interface is added to the architecture in section 5.6.3.1.1, and the handover signalling flow in TS 23.402 section 5.6.3.1.3.2 is modified as shown below. 

*************** First change to 23.402 starts ***************
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Figure 5.6.3.1.1-1: Architecture for optimised 3GPP-HRPD handovers (non-roaming case)

NOTE:
Optimized handover supported by this architecture is intended for the scenario where the operator owns both the EUTRAN access and the HRPD access, or where there is a suitable inter-operator agreement in place.

Depicted in Figure 5.6.3.1.1-1 is an access specific architecture providing support for optimised 3GPP-HRPD handovers.

Editor's Note:
Other optimized handover solutions not requiring a direct interface between the MME and HRPD access is FFS.



S101:
It enables interactions between EPS and HRPD access to allow for pre-registration and handover signalling with the target system.
Sx-U:
This User Plane interface is used to forward DL data to minimize packet losses in mobility from E-UTRAN to HRPD.

Editor's Note:
Impacts to the existing EPC nodes should be documented.

*************** First change to 23.402 ends ***************

*************** Second change to 23.402 starts ***************

5.6.3.1.3.2

Handover phase

Figure 5.6.3.1.3.2-1 illustrates a high-level call flow for the optimised EUTRAN to HRPD handover procedure, Handover phase.
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Figure 5.6.3.1.3.2-1: E-UTRAN to HRPD handover

Editors Note: 
Message names Message X and Message Y need to be changed when RAN2 and RAN3 have decided their actual names.

0. 
Ongoing session established over EPS/EUTRAN access.

1.
The eNB receives measurement reports from the UE.

2.
The eNB makes the handover decision.

3. 
The handover decision is signalled to the UE as Relocation indication. 

4. 
UE sends an HRPD Connection Request message to the eNB to request an HRPD traffic channel.

5.
The eNB send the Message Y  with HRPD message and Sector ID to the MME. The Sector ID is statically configured in the eNB.

6.
When receiving Message Y the MME selects an HRPD access node. This selection bases on the Sector ID. The MME allocates an S101 Session ID to identify signalling related to that UE on S101. The MME sends an S101 DT (S101 Session ID, sector ID, HRPD Connection Request message) to the HRPD access node.

7.
The HRPD access allocates the requested radio access resources, and requests a forwarding address from PDSN.


Editor’s Note:  It is FFS how the PDSN gets the PDN GW address. It is assumed that the active PGW is stored in the HSS/AAA from where the PDSN gets it.



8.
The HRPD access sends the HRPD Traffic Channel Assignment (TCA) message in S101 HO Command message to the MME. If data forwarding applies the HRPD access also provides data forwarding target information (comparable to target IP address and TEID) to the MME. The HRPD access provides also a Hov Result information element to the MME, which indicates that the handover preparation was successful. 

9.
The MME configures data forwarding resources for indirect data forwarding on Serving GW.

10.
The MME sends the HRPD Traffic Channel Assignment (TCA) message embedded in a Relocation Command message to the EUTRAN. If the handover preparation failed, the Relocation Command will not be sent, but instead Message Y will be sent with appropriate cause, and the embedded HRPD message that indicates the failure to the UE. The message from the MME provides the eNB also with the data forwarding endpoint allocated at the Serving GW. 

11.
The EUTRAN forwards the HRPD Traffic Channel Assignment (TCA) message to the UE. This is perceived by the UE as a Handover Command message.

The EUTRAN starts forwarding received downlink data to the SGW, which forwards them on to the PDSN. The forwarding starts at the same moment as the HRPD Traffic Channel Assignment (TCA) message is sent to the UE.


11a-g
The EUTRAN triggers switching the flow in the EPC. The following sequence takes place in parallel to the ongoing radio handover.

11a.
The EUTRAN sends Message Y with Switch Indicator to the MME.

Editors Note: The U-Plane switching indication from EUTRAN in this step is specific to this handover case. The impact of this solution to other handover/relocation cases is FFS.
11b.
The MME sends Direct Transfer with Switch Indicator to the HRPD access.

11c. 
The HRPD access sends A11 signalling to PDSN to start setting up the U-Plane connection between the HRPD access and PDSN.
11d.
The PDSN sends Proxy Binding Update to PDN GW.
11e.
The PDN GW switches the flow from Serving GW to PDSN, and sends Proxy Binding Acknowledge to PDSN.
11f.
The PDN GW sends a Modification of IP-CAN Session message to the PCRF.  Otherwise, information configured with the PGW may be used to determine policy.
11g.
If the PDN GW sent a message in step 11f, the PCRF responds with an Ack. of IP-CAN Session Modification message, including the policy the PDN GW will enforce.
12.
The UE retunes to the HRPD radio access network and performs traffic channel acquisition.

13.
The UE sends an HRPD Traffic Channel Complete (TCC) message to the HRPD access.



14.
The EUTRAN/EPS releases the old bearers based on the normal EUTRAN/EPS procedure.

Editor’s Note: The entity in the network that initiates the release is FFS.

15.
The MME releases SGW data forwarding resources that were used for indirect data forwarding.
*************** Second change to 23.402 ends ***************

Annex 1. Analysis of data preservation methods

1. Introduction

This annex provides the full analysis on the problem of handover gap, and the possible solutions for alleviating its affect to the service.
2. Problem to be solved
2.1 Gap during handover

Handover creates a gap in the communication path. This gap is caused by the time it takes to switch the communication links in the radio. The switching happens in two places, in UE and PDN GW. UE is in excellent position to perform the switch at the right moment, since it has direct link to both source and target RANs. UE gets a command to hand over from EUTRAN which represents stopping the old link, and it performs traffic channel acquisition in HRPD to start the new link. UE can throttle sending UL data accordingly, and its capability to receive data in DL. Both UL and DL connection will be cut during the time UE makes the switching in radio.
In network side, the main switching point is in PDN GW, but the timing and control is more complicated, since there is no direct link from PDN GW to either source or target RAN. PDN GW needs to rely on intermediate nodes to do the switching at appropriate time. The current alternatives for the timing are right before the radio switching, and right after the radio switching. Yet another mechanism would be to do the network switching at the same time as radio switching.
The current design also assumes that the switching in PDN GW will not be done in two phases so that old link would first be stopped, and then new one started, but the switching is to be done in one shot. This means that PDN GW will not be able to behave like UE to throttle sending data (in DL) based on radio link availability, but rather it switches DL from one link to the other when it is ready to do so upon an explicit request. The actual switching is very fast and will not cause any break to DL traffic. 

In UL direction towards PDN GW, data is allowed only from the link that holds valid binding at the time, since the interface to P GW is using PMIP. It has been argued that remaining UL data could be received also via the previous link, at least by clearly specifying that case in the standards. It is however clear in PMIP that UL data can not start to flow from a new yet un-registered node before the binding is acknowledged. Therefore, if the binding is updated only after there is UL data to be sent via the new link, such data can not be sent to the PDN GW until the binding is acknowledged. The PDN GW may need to perform PCRF interaction before acknowledging the binding, which could be a delaying factor, unless it can be performed in parallel.
Note:
The UP above mentioned limitations are not relevant for GTP based PDN GW, since the standard does not mandate PDN GW to check the source address, and UL data can flow either before or after the switching.
2.2 Size of the handover gap

The radio switching will take some time, because the UE needs to acquire a new radio channel, and this delay will inevitably be part of the gap created by the handover. This can not be bypassed, since there are no alternative paths. The P GW switching is supposedly much faster, but also it may take some time that may become part of the handover gap, unless it is possible to use the old link while the new link is being prepared. This would be the case if PCRF interaction is run after Proxy Binding Update and before sending Proxy Binding Acknowledge. The overall handover gap will be the sum of the two, with the overlapping part counted only once.
The absolute size of the gap depends on many variables, and may be different in UL and DL directions. The radio gap most likely represents the highest value. The delay in network signalling and processing in network elements will also affect the size of the gap, especially if the PDN GW switching does not take place during the radio gap. If the PDN GW switching is always faster than the radio gap, the overall handover gap will be at minimum, when the PDN GW switching is done during the radio gap.
2.3 Forwarding as data preservation method
It has been discussed that data forwarding should be used as the means to preserve the data that would have been sent during the time of the gap that was either caused by the switching in the UE or in the PDN GW. The idea is to simulate a situation where communication is frozen when the path is cut, and continued when the path is resumed (radio gap), or to use an alternative path while switching is being done (PDN GW switching). This would be easy to achieve, if the end points were in full control of the flow, but is more difficult where the switching points themselves can not control the situation. This will be the case for DL data during radio gap, and for UL data during PDN GW switching, if it has to wait for the switching completion. 
The data forwarding would be started when the gap stats, and would need to continue for as long as the gap lasts, and there is data to be sent. It is natural to start the forwarding from the node that detects that the gap started. Otherwise some protocol messages will be needed to initiate the forwarding in another node, and data already sent further on the link would either be lost, or would need to be recovered by yet another mechanism.

If forwarding would be able to retain all packets that would have been sent during the gap, those packets are delayed. In the DL case this delay is at least the duration of the gap. Unless it can be assumed that the data rate is higher after the HO, the overall delay is increased by that amount. It depends on the application how this affects it.

In general, it does not help to retain data that are older than certain limit, and it would simply be enough to continue from the fresh data received via the new link. For real-time services like voice, the limit may be very short, while some non-real time services, like streaming video could deal with higher delays. The network elements that have buffering and traffic shaping functions will need to be able to determine when to discard data based on the assigned QoS.
If the gap to be covered by forwarding is large compared to the delay requirement for QoS associated to the forwarded data, some of the forwarded data may need to be discarded after forwarding. If this is likely to be the case, then it is not critical to start the forwarding from the very beginning of unsent data, i.e. some in-transit or buffered data may be discarded without additional adverse affect to the service. It seems difficult to conclude that this would be the predominant case, but should be considered as one means for simplification.
If the flow is switched exactly when the gap starts, there would not be need to do data forwarding. In the DL case the exact timing is difficult to achieve, because the gap is detected (started) at eNB, and the flow is switched at PDN GW. If the path is not switched early enough, there may be in-transit or eNB buffered data that could benefit from forwarding. On the other hand, if the path is switched too early, all data could probably be treated, but the handover condition in radio may have passed, or even more adversely the UE may be lost in radio already.
In the UL forwarding case, the UL data would be routed via an alternative route through the source system, while PDN GW is updating the binding to the target system. This may be time consuming due to the PCRF interaction. Depending on the delay differences of the forwarding link and the new links, the forwarded data may either be delayed or expedited.
Any forwarding solution imposes that the order of packets may change during the transit. In addition there may be delay variations due to switching from old path to the forwarding path, and then to the final path, which is one more step compared to going directly from original to target path. These may or may not be problematic depending on how the applications are designed. Applications designed for internet use typically tolerate both delay variation and miss ordering since internet does not guaranteed service in this respect.
2.4 Components available in existing design

The 3GPP handovers use DL forwarding in almost all cases, since the DL flow is switched only after the radio handover. Data loss can be avoided with forwarding. The forwarding starts from the source RAN, and is terminated in the target RAN. The specified functionality includes setting up the forwarding tunnel for DL data during the handover preparation, and starting the forwarding at the time of commanding the handover over the radio interface. This functionality is specified and available in eNB design.

Specific means have also been introduced to establish the forwarding tunnel through the core network gateways instead of directly between the RAN nodes. This is feature is called indirect forwarding, and is especially useful when RAN level U-plane interconnections are not available. It is still marked FFS for EUTRAN inter Serving GW HO, although all required components have been documented. From the eNB point of view the forwarding is same in both cases, it will forward data to a given tunnel end point.

The indirect forwarding would be a natural choice also for the EUTRAN -> HRPD handover, to keep the U-Plane interface in the EPC level (S GW), instead of every eNB. Also, the S GW is in better position to change the format of the data if GTP packets can not be used towards ePDSN. The existing specification does not include forwarding from S GW only, because that would mean that data already sent to eNB would be lost.

Since the PDN GW and GGSN that utilise GTP are not required to check the sender address for UL data, the UL is readily available as soon as UE can start sending data, and no mechanisms have been specified in 3GPP for UL forwarding.
2.5 Handover cancellation and error handling considerations

The U-Plane handling also affects how the handover cancellation can be designed, and what are the error cases. Handover cancellation means deciding not to hand over at some point after the handover was started, and running some operations to stop further handover processing. The error cases naturally refer to unsuccessful handover cases, where something goes wrong and the recovery thereafter.

Cancelling the handover from EUTRAN to HRPD has not been discussed in earlier contributions, and it has not been decided whether that functionality is needed. It is described here to differentiate from other error cases, but it could be considered as an error case or not possible case at all. It could be assumed that the last point where handover can be cancelled is where changes have not yet been made, i.e. during or at the end of handover preparation. Handover cancellation should represent a rare case, but the reasons for doing it would be e.g. adverse changes in the radio conditions, or UE already being lost in radio. Successful handover cancellation without loss of data would be possible before the U-Plane is switched, and before UE is commanded to make the switch in radio.
The error cases may happen at any point. Recovering from errors that happen before changes are made to the connection should be relatively easy, and could be dealt with e.g. the handover cancellation procedures. More consideration is needed, if the changes have been applied already.

In the radio interface, the delivery HRPD TCA (Traffic Channel Allocation) message should be considered in the same way as the delivery of Handover Command in EUTRAN. This means that the source eNB may assume that the UE will move to the target, and there is no obligation to allow it to return. If the UE can not for some reason access the target cell, it needs to select a new cell. If it chooses an HRPD cell, the recovery will be a 3GPP2 internal issue, and the EUTRAN may consider the handover to be successful. If the UE selects the original source eNB, and if that still holds the context for the UE, it may allow the UE to return, without going to LTE Idle. If another eNB that does not hold the UE context is selected, the UE needs to return to LTE Idle, and re activate with Service Request, which causes the connections to be re-established.
If the handover failed at any point after the U-Plane had been switched, the recovery would need to include capability to switch the U-Plane back, e.g. by re-initiating the original binding. Any packets that had been already delivered to the assumed target would need to be considered lost, if mechanisms to retrieve them back are not designed. Since both handover failure and handover cancellation would be rare, it seems better not to design such procedures. 
2.6 Deployment scenario for EUTRAN -> HRPD handover

Handover from EUTRAN to HRPD is mainly needed for the deployment scenario where the EUTRAN coverage is spotty while the HRPD coverage is ubiquitous. This is a very likely deployment scenario, until also EUTRAN coverage becomes ubiquitous. So, when a moving UE reaches the EUTRAN coverage, it is handed over to HRPD. It is less likely that the UE would be handed back to EUTRAN, even when the coverage is again available, because it is less likely that the HRPD coverage would run out. Also in case the handover from HRPD to EUTRAN did take place, the likelihood of needing to hand back over to EUTRAN is high in this spotty EUTRAN deployment scenario, so remaining in HRPD makes sense to avoid going back and forth.

The frequency of handovers from EUTRAN to HRPD for one user’s connection point of view is going to be very low, most likely in the order of once per connection. 
3 Solution alternatives
3.1 Switching the flow before Handover Command, a.k.a Early switching

The following analyses this solution by listing some of its critical aspects of this solution, and stating how well they address the overall requirements:

· The Proxy Binding Update/Acknowledge that will be performed in the preparation of the handover phase can be run in parallel with the radio handover. This takes the PDN-GW interaction out of the critical handover path, and expedites the handover.
· If the PBU/PBA would take long, the whole HO could be delayed too much. The UE could be already lost in radio, or the radio conditions may have changed, and handover not is needed any more.

· Also the PCRF interaction that is triggered in PDN GW at PBU can be run in parallel. 

· The DL forwarding can be completely avoided in this solution, which keeps it simpler.

· It can be assumed that in good situation the eNB can completely empty its buffers, and it can anyway be considered that the amount of DL data buffered in eNB or still in-transit there is very small at the point of radio handover.
· Not having to do forwarding at all would be a clear advantage.
· The inter SDO specification effort to standardise the forwarding interface is avoided. The interface is not currently included in 3GPP specifications.

· It is not required to wait for the completion of P-GW switching and S11 signalling to get the forwarding address.
· No need to create the forwarding tunnel, i.e. steps 9a and 9b can be removed.

· No need for switching the flow twice, first from original path to forwarding path, and then from that to final path. This avoids miss-order delivery and delay variation.
· No additional configuration. Forwarding requires some configuration effort anyway, and extra procedures for setting up the tunnel in S GW.

· The HO can’t be delayed very much for emptying the buffers (see the earlier main level bullet).

· The buffered or in-transit data would most likely be delayed so much (= size of the gap) that it would be discarded by the target side anyway.

· This depends on the QoS handling in HRPD.
· Defining big features such as DL forwarding as optional feature adds complexity. Even optionality can be avoided in this solution.
· Optional components will add to the complexity in the sense that IOT would need to cover both of the cases, forwarding used and not used. 
· Even if the forwarding is just an option, it may be that it is too difficult to determine when it needs to be done and when not, so implementations may behave as if it was mandatory to forward.
· On the other hand, if it is rather clear that forwarding most likely is not needed, the implementations could take the option of not including it initially, and if that proves to be the suitable operation way, then it would never be used, and savings in complexity would be achieved in operation.

· This solution does not require UL forwarding, because UL data does not need to wait for Proxy Binding Updating.
· Binding is updated well before UL data via the target system.

· Since the Binding is updated before handover, treatment of the UL data still arriving via the source system before radio handover needs to be considered.

· According to strict interpretation of the PMIP standard, the UL data can not flow via the old link after the PDN GW switching is done, which would affect some packets.

· However, the 3GPP standards could specifically address this particular PMIP use case, and state that UL data can flow after binding is updated to point to the target system.
· It is beneficial to align with the exiting system functionality instead of defining new similar functions.
· If used, DL forwarding started from eNB aligns well with the inter S GW handover case. It is also stated to be optional for the EUTRAN -> UTRAN/GERAN HO. Indirect forwarding is marked FFS though.
· The point where handover cancellation is possible is earlier than in other handovers EUTRAN handles, and not all the same triggers would be available to cancel the handover. This would be a minor drawback of the solution, if handover cancellation will be defined.

· The error handling in the radio interface becomes more difficult than in other handovers in EUTRAN, since in some specific radio handover failure cases the UE could return to the source eNB, but the U-Plane is already switched away. This is a minor drawback of the early switching solution.
· Either a specific procedure is needed to trigger the U-Plane to be switched back, or the UE needs to go via LTE Idle state and re-initiate the bearers. Both will cause loss of data, in this particular error case. Data loss is expected to happen in majority of the error cases anyway.
· An additional error case exists for the case where the radio handover proceeded, and the UE entered the target, but U-Plane switching failed. A new PBU/PBA would need to be launched from target side.

3.3 Switching at the radio HO time a.k.a On-time switching

The following lists the key aspects of this solution with analysis on the performance against the requirements:

· In this solution the PDN GW switching is parallel to switching in radio, so it is not required to wait for the completion of P-GW switching to proceed with the HO.

· The PDN-GW switching with the PCRF interaction most likely takes less time than the radio switching. Parallelism will expedite the overall handover.

· This solution performs best with forwarding DL data.

· There is more data in the source system side at the time of radio handover than in the early switching option. Discarding them would mean worse performance than Early Switching.
· The eNB can work towards emptying the DL buffers before the UE is commanded to hand over, but even if buffers were emptied, some DL data would come to the eNB even after the UE is gone. If forwarding would not be used, all that data would be lost, but if it is just a small amount, the following would be gained (same list as for Early Switching).

· The inter SDO specification effort to standardise the forwarding interface is avoided. The interface is not currently included in 3GPP specifications.

· It is not required to wait for the completion of P-GW switching and S11 signalling to get the forwarding address.

· No need to create the forwarding tunnel, i.e. steps 9a and 9b can be removed.

· No need for switching the flow twice, first from original path to forwarding path, and then from that to final path. This avoids miss-order delivery and delay variation.

· No additional configuration. Forwarding requires some configuration effort anyway, and extra procedures for setting up the tunnel in S GW.

· The HO can’t be delayed very much for emptying the buffers (see the earlier bullet). New data is still coming while buffers are being emptied, so forwarding can’t be avoided.
· The buffered or in-transit data would most likely be delayed so much (= size of the gap) that it would be discarded by the target side anyway.

· This depends on the QoS handling in HRPD. 

· Defining big features such as DL forwarding as optional feature adds complexity. 

· Optional components will add to the complexity in the sense that IOT would need to cover both of the cases, forwarding used and not used. 

· Even if the forwarding is just an option, it may be that it is too difficult to determine when it needs to be done and when not, so implementations may behave as if it was mandatory to forward.

· On the other hand, if it is rather clear that forwarding most likely is not needed, the implementations could take the option of not including it initially, and if that proves to be the suitable operation way, then it would never be used, and savings in complexity would be achieved in operation.

· There is no requirement to specify any special use of PMIP. This is an advantage of this solution.

· It can be assumed that the command to make the switch in PDN GW would arrive a bit later than the last UL data through the source system, since the eNB sends them in this order.

· If in some unlikely cases some of the last data still arrives after the PBU from the target side, it would need to be simply be discarded, unless PMIP special handling discussed for early U-Plane switching is specified

· This data would be valid, since it is not delayed, but the case is very rare, and not worth PMIP usage modification.

· There is no need for UL forwarding, which is an advantage.
· In most cases it can be assumed that it takes more time to make the switch in the radio, than it takes to make the switch in the PDN-GW. 
· The command to make the switch in the PDN-GW takes a rather long route from eNB -> MME -> HRPD AN -> ePDSN -> PDN GW, and it may take rather long to make all PCRF interactions. In some unlikely cases some packets may be lost.
· It is beneficial to align with the exiting system functionality instead of defining new similar functions.
· A new procedure is needed for S1 and S101 to trigger the switching at the time of radio handover.

· DL forwarding started from eNB aligns well with the inter S GW handover case. It is also stated to be optional for the EUTRAN -> UTRAN/GERAN HO. Indirect forwarding is marked FFS though.
· The handover cancellation case is similar to other handovers EUTRAN handles, i.e cancellation available until the changes are made to the data path. It is aligned and rather optimal that way.
· The error handling in the radio interface is similar than in the early switching. It becomes more difficult than other handovers EUTRAN handles, since in some specific radio handover failure cases the UE could return to the source eNB, but the U-Plane is already switched away. This is a minor drawback of the early switching solution.

· Either a specific procedure is needed to trigger the U-Plane to be switched back, or the UE needs to go via LTE Idle state and re-initiate the bearers. Both will cause loss of data, in this particular error case. Data loss is expected to happen in majority of the error cases anyway.

· An additional error case exists for the case where handover proceeded, and the UE entered the target, but U-Plane switching failed. A new PBU/PBA would need to be launched from target side.

3.4 Switching the flow after UE has tuned to the target cell a.k.a Late switching

The following points need to be considered and answered to determine if this is a good solution:

· This solution requires forwarding in DL direction.
· This solution requires that the forwarding is used, because otherwise all DL data that would have been sent between the handover command (HRPD TCA), and the update of the flow after the UE arrives in the target system. Not having forwarding would be detrimental to this solution, and the benefits of not having forwarding described earlier can not be achieved.
· Need for switching twice exists, first from original path to forwarding path, and then from that to final path.

· If the DL forwarding is in use, the switching of DL is not time critical, since the forwarding tunnel can handle the data. This would be a positive effect.
· This solution may require forwarding in UL direction.
· Since the UL data may start to flow from the UE as soon as it synchronises with the HRPD access, the UL forwarding would be needed to cover for the time it takes to make the switch in the PDN GW, i.e. before Proxy Binding Acknowledge is received. That time is dependent on the PCRF interaction that the PDN GW may need to run.
· As described for the early switching, the PCRF interaction could be put in parallel, i.e. not to wait its completion before sending PBA. This would take the PCRF interaction out of the critical handover path. 
· The PBU/PBA alone can be assumed to be very fast, and the additional UL delay or loss could be considered negligible and UL forwarding is avoided. Avoiding UL forwarding has similar advantages as described earlier for DL forwarding.
· If the UL forwarding is in use, need for switching the UL flow twice exists, first from original path to forwarding path, and then from that to final path.

· If the UL forwarding is in use, the switching of DL is not time critical, since the forwarding tunnel can handle the data. This would be a positive effect.
· If forwarding is always used in both directions, the Serving GW could anchor the flow, and the handover switching is done only later, when disruption to the service could be minimised, e.g. after the UE goes to idle.
· There would only be one switching during the session, from original path to forwarding path.

· This could be considered to be against the architecture principles.

· It is beneficial to align with the exiting system functionality instead of defining new similar functions.
· The 3GPP systems currently apply late switching and DL forwarding, so the thinking matches well.

· DL forwarding started from eNB aligns well with the inter S GW handover case. Indirect forwarding is marked FFS though.

· Forwarding started from S GW would be an additional function not currently supported by S GW.
· UL forwarding is an additional function currently not supported in S GW, and not needed for other EUTRAN related HO cases.

· The handover cancellation case is similar to other handovers EUTRAN handles, i.e cancellation available until the changes are made to the data path. It is aligned and rather optimal that way.

· The handover failure cases would be similar to other handovers EUTRAN handles, also covering the case the UE returns to the source eNB after handover failure, and communication can be resumed without going to LTE idle (provided the UE can be served by the source eNB radio).
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