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1 Introduction

This contribution proposes that a new Label be standardized for conversational video flows.
2 Discussion
In the latest SA2 document defining Labels [1], there is a single Label defined for conversational services such as VoIP and video telephony.  SA4 has reviewed this and determined that this would be insufficient for handling MTSI video services and has requested in a LS to SA2 an additional Label to differentiate conversational video from conversational voice flow treatments.

This contribution explains the reasoning and provides recommendations for the conversational video Label.
2.1 Conversational Packet-Switched Voice vs. Video
2.1.1 Latency Requirements
Conversational video does not have as stringent latency requirements as conversational voice.  The nature of conversational voice requires short end-to-end latencies (200-250ms) to provide an acceptable voice service, whether in a VoIP-only call or in a video telephony call.
In a video telephony session, users can tolerate more delay for the video as long as the additional delay is within an acceptable audio/video (lip) synchronization margin.  This means that video packet playout can be delayed up to 200ms more than their corresponding speech packets, while still providing an acceptable video telephony service.

Providing the eNodeB with a specific Label to identify a video flow will allow it to exploit the additional delay budget to improve sector capacity.  Since video flows are relatively high-rate flows, relaxing their delay requirements can improve capacity because it allows the scheduler more time to schedule the video packet transmission during more optimum link and loading conditions.

It is recommended that the 1-way L2 Packet Delay Budget for conversational video flows be 40ms more than the 1-way L2 Packet Delay Budget for conversational voice flows.  Combined with uplink and downlink L2 Packet Delays and additional encoding/decoding delays expected for video frames, this will allow the video packets to be played out at the UE within the ~200ms audio/video (A/V) synch target relative to voice.  This additional 40ms video transfer delay relative to voice transfer delay is also captured in Table E.2 of [2].
Aside from absolute latency, video packets also have a more relaxed requirement for jitter.  Voice packet playout is very sensitive to jitter whereas video packets can be played out with some jitter (e.g., slight delay of frame rendering) with minor to unnoticeable degradation in service. 
2.1.2 Inter-Packet Arrival & Delivery Times

Voice packets have very periodic packet arrival and required delivery times (e.g., 20ms intervals) whereas video packets do not necessarily exhibit such periodic behavior because video encoders can use variable frame rate encoding to vary the rate of the encoded video stream.  Furthermore, since a video frame can be split into a variable number of slices, each transported in a separate RTP packet, this can also interrupt any periodicity in the packet arrival times.   

Schedulers can take advantage of the periodic arrival and delivery times of speech packets to perform persistent scheduling for the voice flow.  Determining good assignments for the non-periodic video flows poses a different problem for the scheduler and can use a different solution than used for VoIP.
2.1.3 Inactivity Periods

Due to the nature of human conversations being half-duplex interactive speech, voice flows have inactivity/silence periods which video sessions do not.  Differentiating voice from video through a Label allows the scheduler to immediately recognize a voice flow and exploit these inactivity/silence periods in allocating its resources among users.
2.1.4 Frame Size Variation

The compression mechanisms used for video produce occasional reference frames (I or IDR frames) which serve as an independent reference for far smaller predictive (P) frames, which are encoded relative to previous frames.  The I frames are typically much larger than the P frames (up to 10x larger) which causes large occasional variations in the encoded video frame size.  

Admission control and scheduling for a real-time source with such large packet-size variations is different than for a voice source which has much smaller, if any, variations in its frame sizes.
2.1.5 Packet Loss Rates
The typical target IP packet loss rates for VoIP is 1%.  For video flows, the target rate does not have to be 1% and can be higher or lower.  Video services employ error concealment and resiliency techniques, such as using RTCP Generic NACK feedback messages to stop the propagation of errors.
At this point, a specific recommendation for the L2 Packer Error Rate for video cannot be provided but, we expect that a suitable rate would be between 0.5-2.0%. This value can in any case be refined by SA4 in the coming meetings
3 Conclusion

This paper has concluded that the specification of a separate Label for conversational video is highly beneficial. 

The recommended L2 Packet Delay Budget for this newly defined Label should be 40ms greater than that specified for VoIP.  
The L2 Packet Error for video should be tentatively set between 0.5 – 2.0%
Annex A of this contribution provides an implementation of this proposal.
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Start of 1st change
Annex B (Informative): Standardized QCI / Label Characteristics – Rationale and Principles
Table B-1 Standardized QCI/Label Characteristics
	Name of

QCI Characteristic

(Note 1)
	L2 Packet Delay Budget
	L2 Packet Loss Rate
	Example Services

	1 (GBR)
	< 50 ms
	High (e.g.10-1)
	Realtime Gaming

	2 (GBR)
	50 ms (80 ms) (Note 2)
	Medium (e.g.10-2)
	VoIP

	3 (GBR)
	90ms
	Medium (e.g.10-2)
	Conversational Packet Switched Video

	4 (GBR)
	250 ms
	Low (e.g.10-3)
	Streaming

	5 (non-GBR)
	Low (~50 ms)
	e.g. 10-6
	IMS signalling

	6 (non-GBR)
	Low (~50ms)
	e.g. 10-3
	Interactive Gaming

	7 (non-GBR)
	Medium(~250ms)
	e.g. 10-4
	TCP interactive

	8 (non-GBR)
	Medium(~250ms)
	e.g. 10-6
	Preferred TCP bulk data

	9 (non-GBR)
	High (~500ms)
	n.a.
	Best effort TCP bulk data


NOTE 1:
New values offered by E-UTRAN could justify the addition of new lines. This is FFS. 

NOTE 2:
In label 2, the L2 packet delay of 50ms applies for E-UTRAN, while for UTRAN 80 ms should be expected. This label applies to the QoS treatment for VoIP and for voice component in packet-switched video telephony calls.
Editor's note:
FFS: Need for a strict priority for Non-GBR Label Characteristics.

Editor's note:
Table B-1 is work in progress, the ultimate goal is to specify a table of Label Characteristics that is normative.

The following bullets capture design rationale and principles with respect to standardized Label Characteristics:

-
In general, congestion related packet drop rates and per packet delays can not be controlled precisely for Non GBR traffic. Both metrics are mainly determined by the current Non-GBR traffic load, the UE's current radio channel quality, and the configuration of user plane packet processing functions (e.g. scheduling, queue management, and rate shaping). That is the reason why sources running on a Non-GBR bearer should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given L2 PDB. The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds, and is relevant mainly for Non-GBR bearers. The discarding (dropping) of packets on GBR bearers should be considered to be an exception.

-
An operator would choose GBR bearers for services where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve"). Whether a service is realized based on GBR bearers or Non GBR bearers is therefore an operator policy decision that to a large extent depends on expected traffic load vs. dimensioned capacity. Assuming sufficiently dimensioned capacity any service, both Real Time (RT) and Non Real Time (NRT), can be realized based only on Non-GBR bearers. 

-
Note that TCP's congestion control algorithm becomes increasingly sensitive to non congestion related packet losses (that occur in addition to congestion related packet drops) as the end-to-end bit rate increases. To fully utilise "EUTRA bit rates" TCP bulk data transfers will require an L2 PLR of less than 10-6.

End of 1st change
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