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Abstract of the contribution: This paper proposes how to handle dual-stack bearers carrying native IPv4 and IPv6 packets during mobility between 3GPP accesses.
1. Introduction

It has been agreed for IP address allocation in section TS 23.401 [1] that during the attach procedure, the UE shall indicate whether it is requesting the allocation of an IPv4 address, IPv6 address or both for the default EPS bearer, which it is activating. 
Defining dual stack EPS bearers eliminates the need for having single stack bearers. Dual stack bearer could be seen as a network capability. Therefore, it is up to the UE to initiate either only an IPv4 allocation, or only an IPv6 allocation, or both. In practice however, it should be up to the network to either accept UE request, or decline it (based on operator preferences, network capability and PCC rules the EPC).
So far, interactions with 2G/3G systems have not been specified. In this paper we propose a principle for mapping dual stack EPS bearers (which carry native IPv4 and IPv6 packets) to PDP contexts during inter-RAT mobility. 
2.  Mapping between EPS bearers and PDP contexts 
The following technical agreements and principles are taken as a basis for specifying the solution choice for mapping dual-stack bearers to PDP contexts. 
a) PDP Contexts Currently Support IPv4 or IPv6 only
In legacy 2G/3G and currently also in R8 2G/3G networks, one PDP context can be used for carrying either native IPv4 or native IPv6 packets, but not both. Therefore, a mapping between dual IP stack and single IP stack bearers must take place during inter-RAT mobility. 
b) MME is Responsible for Bearer to Context Mapping
It has already been agreed (section 5.5.2, [1]) that the MME performs the QoS mapping during inter 3GPP RAT HOs. One of the primary motivations for this principle is that it avoids the need for modifying legacy procedures in the 2G/3G SGSN. The role of the MME as the main responsible for mapping functionality can be equally applied for handling both QoS profiles as well as the two bearer IP addressing schemes. 
c) One-to-One Mapping of EPS Bearers and PDP Contexts
Within legacy session management, the NSAPI is used to identify each PDP context. The UE locally assigns a unique NSAPI value (decimal 5 – 15) for each PDP context, which it activates. Within EPS, the EPS Bearer ID is assigned by the MME and it uniquely identifies the bearer both in UE and in the network. 
In order to simplify handovers, it has been stated in TS 23.401 that the basic principle for EPS Bearer QoS to PDP Context mapping shall be a mapping one to one. This means that each NSAPI needs to be mapped one to one to the EPS Bearer Id. 

d) Interworking requirements with R8 SGSN and pre-R8 SGSN
The base principle for interworking with pre-R8 SGSN is to not to require updates to pre-R8 implementation. Secondly, the modifications for the R8 SGSN should also be kept to a minimum.
It should be noted that, neither the SGW nor the PGW change during handover from EPC to R8 SGSN. Also, PGW cannot change during the handover from EPC to pre-R8 SGSN.

3.  Proposed Solution: Use IPv6 Contexts to Carry IPv6 and IPv4 Payload
It was noted that the SGSN routes the user plane (uplink and downlink) packets based only on the GTP-U header. That is, the SGSN does not look into the IP header of the payload. The SGSN is unaware if the payload is an IPv4 packet or an IPv6 packet. Furthermore, even though the IP address is utilised within signalling for charging and lawful interception, it is in practice not known to be used. 

Awareness of IPv6 and IPv4 address types within the RNC is limited to header compression algorithms only. However, header compression algorithms RFC3095 and RFC2507 in UTRAN identify address types based on the IP header fields, and not on signalled PDP context type. 
Therefore, it should be considered to utilise IPv6 PDP contexts as dual address contexts in 2G/3G in cases where the UE attaches to the PGW. In more detail:
· The EPS capable UE, which supports IPv6, always requests from an SGSN (R8 and pre-R8) a PDP context of only IPv6 PDP type.

· When the SGW receives a request from a R8 SGSN to activate IPv6 type of PDP Context, the SGW assumes that both IPv6 and IPv4 user plane packets may be exchanged via the same PDP Context (GTP-U tunnel). For interworking with a pre-R8 SGSN, the PGW acts in similar manner.
· The SGW initiates an EPS bearer activation procedure towards PGW. That is, across S5/S8a interface there is no need for having PDP contexts.
· During inter-RAT mobility the IPv6 PDP context is mapped to one EPS bearer. 

· The EPS Bearer Id has the equivalent value as the NSAPI.

The PDP context handling within pre-R8 GGSNs is not changed. 
This solution allows simple handovers by allowing a one to one bearer to context mapping. Furthermore, it allows the UE to interact with a pre-R8 SGSN.
Another relevant matter is that in legacy networks UE and GGSN share TFT that has one pair of IP address filters. For instance, the destination IP address may be either IPv4 type, or IPv6 type. Introducing dual stack EPS bearer prompts for defining a dual stack TFT for UE, SGW and PGW.

The consequence is that PDP context handling needs to be updated for R8 session management. Furthermore, the detailed solution for activating double addressing via a pre-R8 SGSN towards the PGW needs to be explored. One example of how this may be done is by utilising DHCPv4. 

In the following sections, the mapping option is further explored for both directions of IRAT mobility. 
3.1 Mapping from one PDP Context to one EPS Bearer during Mobility from UTRAN to E-UTRAN
Mobility from UTRAN to E-UTRAN includes idle mode mobility with the Tracking Area Update procedure and active mode mobility with the Handover procedure. Single to dual address mapping is handled similarly for both procedures. Two scenarios are considered below. 
I.  Whilst in UTRAN, the EPS UE requests IPv6 primary PDP context towards an APN. The UE assigns an NSAPI for this context. The DNS resolves the APN to the SGW (R8 SGSN) or to the PGW (pre-R8 SGSN) IP address. 
1. During mobility to EPC, the MME maps the PDP Context received from SGSN to one dual stack EPS bearer. The MME saves the NSAPI value as the ‘EPS Bearer ID’.
2. Bearer contexts within the GWs are updated.

II.  Whilst in UTRAN, the EPS UE requests IPv6 primary PDP context towards an APN. UE assigns NSAPI for this context. DNS resolves the APN to pre-R8 GGSN’s IP address.
1. Handover to EPC is not possible.
2. If EPS UE tries to obtain IPv4 address and send IPv4 packet via GTP-U tunnel, which was created for the PDP context of IPv6 type, then the attempt will fail, because legacy GGSN will not allow any IPv4 packet through IPv6 PDP context. So, UE finds out that it cannot send/receive IPv4 traffic via the given PDP context.

3. In such network, for IPv4 traffic the UE activates another PDP context that has IPv4 PDP type.
The figure below illustrates the handover for the case when DNS resolves APN to SGW.


[image: image1]
Figure 1. Handover from UTRAN to E-UTRAN
3.2. Mapping from one EPS Bearer to one PDP Context during Mobility from E-UTRAN to UTRAN 
Mobility from E-UTRAN to UTRAN includes idle mode mobility with the Routing Area Update procedure and active mode mobility with the Handover procedure. Here too, dual to single address mapping is handled in a similar fashion for both procedures. The EPS Bearer Id is assigned by the MME and this value will be used as the NSAPI within UTRAN.
Whilst in E-UTRAN, the UE has a dual address EPS bearer towards one APN. 

1. During bearer establishment, the UE has received the information that during IRAT procedures the EPS bearer will be handed over as an IPv6 PDP context. The UE will utilize the EPS Bearer Id as the NSAPI for the PDP context.
2. During handover to UTRAN, when the MME receives the SGSN Context Request message from the SGSN, it maps the EPS bearer to one PDP context of type IPv6 and sends this context to the SGSN.

3. A R8 SGSN sends one Update PDP Context Request messages to SGW. Or, a pre-R8 SGSN sends one message to PGW. The SGW (for R8 only) and the PGW associate this PDP context with the existing dual stack EPS bearer.
4. The UE and 2G/3G network exchange IPv4 and IPv6 payload via one PDP context of IPv6 type.

5. Proposal
It is proposed to clarify the following principle to TS 23.401:
· UE and SGW-PGW communication operate only with dual address bearers, which can carry both native IPv4 and native IPv6 packets. Single address bearer types will not be specified separately, even though the support for dual IP stacks for UEs and NW elements is optional.  
It is proposed to discuss and to agree on the following: 

· The MME will map the dual address EPS bearer to one PDP context of IPv6 type during inter-RAT mobility. The PDN GW will allow the transfer of both IPv4 and IPv6 payload via this PDP context.
· A terminal which has 2G/3G + EPS capabilities, and which supports dual IP addressing, shall initially try to obtain an IPv6 context, when attaching to GERAN/UTRAN. It shall be able to transfer both IPv4 and IPv6 payload via this PDP context in cases where it is attached to a PGW.

· Whilst in E-UTRAN, the UE will receive information on EPS bearer to PDP context mapping during bearer establishment. The ‘EPS Bearer ID’ value will be used as the NSAPI and shall be mapped to an IPv6 PDP context, which will be used after handover to GERAN/UTRAN. 
The following updates are proposed to section 5.3.1 in 23.401. 

Start first addition to 23.401
5.3.1
IP Address allocation

5.3.1.1
General

One of the following ways shall be used to allocate IP addresses for the UE:

a)
The HPLMN allocates the IP address to the UE when the default bearer is activated (dynamic or static HPLMN address);

b)
The VPLMN allocates the IP address to the UE when the default bearer is activated (dynamic VPLMN address); or

c)
The PDN operator or administrator allocates an (dynamic or static) IP address to the UE when the default bearer is activated (External PDN Address Allocation).

The IP address allocated for the UE's default bearer shall also be used for the UE's dedicated bearers towards the same PDN. The IP address allocation for the multiple PDN GW case is FFS.
EPS Bearers support dual addressing, and can transport both native IPv4 and native IPv6 packets. Single address bearer types are not specified separately, although neither UEs nor NW elements are mandated to support dual IP stacks.
It is the HPLMN operator that shall define in the subscription whether a dynamic HPLMN or VPLMN address may be used.

All the IP address allocation mechanisms presented below as well as the IP address allocation being part of the NAS attach procedure is optional for the UE. The mechanism supported is UE product dependent.

During the attach procedure the UE shall indicate whether it is requesting the allocation of an IPv4 address, IPv6 address or both for that EPS bearer. UEs shall also be able to indicate if the EPC shall not allocate an IPv4 address during the attach procedure.

EPS shall support the following mechanisms 

a.
IPv4 address allocation via default bearer activation

EPS shall also support the following mechanisms following the attach procedure

a.
/64 IPv6 prefix allocation via IPv6 Stateless Address autoconfiguration according to [18]. 

b.
IPv4 address allocation and IPv4 parameter configuration via DHCPv4 according to [19] and [25].

c.
IPv6 parameter configuration via Stateless DHCPv6 according to [20]

If requested by the UE, the EPS may allocate a shorter than /64 IPv6 prefix delegation via DHCPv6 according to [21]

Editor’s note: It is FFS how IP address allocation is handled if multiple-PDNs are supported

Editor’s note: The MME will map the dual address EPS bearer to one PDP context of IPv6 type during inter-RAT mobility. The PDN GW will allow the transfer of both IPv4 and IPv6 payload via this PDP context. A dual mode, IPv6 capable terminal shall initially try to obtain an IPv6 context, when attaching to GERAN/UTRAN. It shall be able to transfer both IPv4 and IPv6 payload via this PDP context in cases where it is attached to a PDN GW. It is FFS how other interactions with 2G/3G systems are handled

Editor’s note: The placement of DHCP relay and server entities is FFS. 

Editor’s note: It is FFS if additional security measures need to be taken in the case of DHCPv4.
End of first addition to 23.401
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