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1 Introduction

During 3GPP SA2 #60 (and in earlier meetings as well), the need of a “priority” characteristic, to be used as a tool to differentiate non-GBR flows for certain usages, was discussed
This paper proposes a solution to address such point

2 Discussion
The following elements are considered
· It would be beneficial to be able to distinguish, at the scheduler level, various non-GBR flows having same delay & loss requirements. 

· For example, this would mean being able to distinguish the FTP session of a “special” user (e.g. fireman) versus the FTP session of an ”ordinary” user

· ARP cannot be used for scheduling purposes

· Inability of being able to perform this distinction would result in the inability of distinguishing non-GBR flows of “special” and “ordinary” users at the scheduler level

3 Addition of “priority” characteristic
In order to address the above points, it is proposed to add a new “label characteristic” that provides priority information. 

This new characteristic would incorporate the additional dimension of “flow priority” without impacting the existing work and principles on the label concept

Given the above discussion, it is considered that the mentioned differentiation would be beneficial in particular for the two classes of traffic identified by “medium” delay / 10-4 loss rate (e.g. TCP Interactive such as HTTP browsing), and “medium” delay / 10-6 loss rate (e.g., Preferred TCP bulk data such as FTP or SMTP/email).
4 Conclusion

Annex A implements the above proposal
· addition of a “priority” label characteristic to allow differentiation of non-GBR flows and the scheduler level related to the “usage” of these flows

· application of the “priority” concept to the two classes of traffic identified by “medium” delay / 10-4 loss rate, and “medium” delay / 10-6 loss rate
NOTE: Annex A assumes that a new label for Conversational Packet Switched Video is being introduced as proposed in S2-074995
Annex A: Text Proposal for TS 23.401 

Start of 1st change
Annex B (Informative): Standardized QCI / Label Characteristics – Rationale and Principles
Table B-1 Standardized QCI/Label Characteristics
	Name of

QCI Characteristic

(Note 1)
	L2 Packet Delay Budget
	L2 Packet Loss Rate
	Priority
	Example Services

	1 (GBR)
	< 50 ms
	High (e.g.10-1)
	n/a
	Realtime Gaming

	2 (GBR)
	50 ms (80 ms) (Note 2)
	Medium (e.g.10-2)
	n/a
	VoIP

	3 (GBR)
	90ms
	Medium (e.g.10-2)
	n/a
	Conversational Packet Switched Video

	4 (GBR)
	250 ms
	Low (e.g.10-3)
	n/a
	Streaming

	5 (non-GBR)
	Low (~50 ms)
	e.g. 10-6
	n/a
	IMS signalling

	6 (non-GBR)
	Low (~50ms)
	e.g. 10-3
	n/a
	Interactive Gaming

	7 (non-GBR)
	Medium(~250ms)
	e.g. 10-4
	High
	TCP interactive

	8 (non-GBR)
	Medium(~250ms)
	e.g. 10-4
	Low
	TCP interactive

	9 (non-GBR)
	Medium(~250ms)
	e.g. 10-6
	High
	Preferred TCP bulk data

	10 (non-GBR)
	Medium(~250ms)
	e.g. 10-6
	Low
	Preferred TCP bulk data

	11 (non-GBR)
	High (~500ms)
	n.a.
	n/a
	Best effort TCP bulk data


NOTE 1:
New values offered by E-UTRAN could justify the addition of new lines. This is FFS. 

NOTE 2:
In label 2, the L2 packet delay of 50ms applies for E-UTRAN, while for UTRAN 80 ms should be expected. This label applies to the QoS treatment for VoIP and voice in packet-switched video telephony calls.

Editor's note:
Table B-1 is work in progress, the ultimate goal is to specify a table of Label Characteristics that is normative.

The following bullets capture design rationale and principles with respect to standardized Label Characteristics:

-
In general, congestion related packet drop rates and per packet delays can not be controlled precisely for Non GBR traffic. Both metrics are mainly determined by the current Non-GBR traffic load, the UE's current radio channel quality, and the configuration of user plane packet processing functions (e.g. scheduling, queue management, and rate shaping). That is the reason why sources running on a Non-GBR bearer should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given L2 PDB. The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds, and is relevant mainly for Non-GBR bearers. The discarding (dropping) of packets on GBR bearers should be considered to be an exception.

-
An operator would choose GBR bearers for services where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve"). Whether a service is realized based on GBR bearers or Non GBR bearers is therefore an operator policy decision that to a large extent depends on expected traffic load vs. dimensioned capacity. Assuming sufficiently dimensioned capacity any service, both Real Time (RT) and Non Real Time (NRT), can be realized based only on Non-GBR bearers. 

-
Note that TCP's congestion control algorithm becomes increasingly sensitive to non congestion related packet losses (that occur in addition to congestion related packet drops) as the end-to-end bit rate increases. To fully utilise "EUTRA bit rates" TCP bulk data transfers will require an L2 PLR of less than 10-6.
-
“Priority” is used to differentiate classes of traffic that would have the same L2 PDB and L2 PLR (e.g. data download for emergency personnel versus data download for “ordinary” users).
End of 1st change
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