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Abstract of the contribution:

This contribution proposes refinement of MBMS architecture for SAE with mapping of MBMS CP and UP functions to MME and PDNGW entities.

Introduction

During last SA2 meeting, basis for MBMS architecture for SAE has been proposed. Nevertheless, some points remain open such as the mapping of CP and UP MBMS functions to SAE entities.

Opinions were diverging. We propose below to allow the possibility to have MBMS CP function in MME and MBMS UP function in the PDNGW.

Discussion and Proposal

Location of MBMS CP and UP functions in separate Network entities and open interface between these entities:

While locating all functions in one Network entity can simplify the specifications as no interface would need to be defined between CP and UP, there are strong interest to allow separation of CP and UP functions.

A CP/UP functional split debate already took place some time ago regarding separation of MME and “UPE”. There have been many contributions describing the advantages and disadvantages of separating the MME from the user plane node in a number of 3GPP meetings. This debate took time and it has finally been agreed by SA2 that separating CP and UP functions have some advantages that have been fully documented and debated. As example of advantages that have been listed for UP and CP separation, we can extract some of the arguments used for MME/UPE split discussions:
· Deployment options: to choose optimised locations for entities dedicated for user plane traffic independently from CP and save bandwidth, reduce latencies and avoid single points of failure for different user plane traffic.

· Node platform optimizations: the requirements put on node hardware and software depends on if the characteristics of the node are for handling high amounts of signalling or high amounts of payload.

· Independent scalability: CP scales according to the number of services whereas the entity dedicated for MBMS user plane traffic mainly scales according to the amount of data traffic.
The same arguments are valid for CP and UP split for MBMS service, so we propose that SA2 agree this open interface between CP and UP entities for MBMS for the same reasons, avoiding the restart of a similar long debate.
In addition, this functional split of CP and UP is in line with MBMS Rel7 architecture where CP is in SGSN and the UP in the GGSN. Aligning with rel7 MBMS architecture allows re-use of specifications and code thus allowing a more rapid availability of MBMS for SAE.

As usual, defining a standard interface does not mandate to use it and it is always possible to merge functions together for some implementations choices.

Allow MBMS CP in MME: 

Promoting CP functions in a GW entity would mandate to have information of all eNodeBs addresses in this GW and reliability of CP between GW and eNodeBs. 

Having MBMS CP function in MME allows using the already configured eNodeB list in MME and we can benefit also from the existing S1-C I/F keep-alive mechanisms. The MME is already configured with a list of eNodeBs with a reliable transport. MME sets-up and tears-down the bearers to the eNodeBs. Furthermore, if there is an issue on S1 connectivity, the MME is able to detect its and RAN3 currently studies some function to keep alive S1. 

The location of the MBMS-CP inside the MME is a guaranty of a beneficial existing bearer control and reliable CP transport, this is typically a MME function that it would be beneficial to avoid to duplicate in order to simplify the Network configuration.

In addition, like a SGSN, the MME sets-up and tears-down MBMS bearers to the E-UTRAN accesses: MME sends the Session Start and Session Stop to eNodeBs. In Network configuration where the MME is merged with the SGSN, the MME could re-use MBMS Session Start feature of the SGSN.

Also, if MCE I/F with eNodeB is the S1-C, MME and MCE can easily be merged. MCE can then benefit from the eNB configuration of the MME.

Allow MBMS UP in PDNGW:

The PDNGW offers the Gi interface like a GGSN and it is then natural to receive MBMS data in the PDNGW.
In addition, to support interworking with the pre-Rel8 SGSNs, the PDNGW has some GGSN function, it is easy to get the Gmb interface as part of these functions. Note that this would in addition allow having a unique Network entity for both Gmb and Gi interfaced like in MBMS rel7 architecture.

In some Network configuration, the PDNGW can be merged with GGSN Rel7 and re-use existing MBMS Session Start features of the GGSN.

PDNGW can ensure MBMS UP handling with:

· content synchronization for MBSFN 

· compression for both SFN and non-SFN

· data distribution to eNodeBs via IP Multicast

MBMS UP not in Serving GW

Promoting MBMS UP in the Serving-GW would duplicate the Gmb interface as Gmb interfacealready exists in the GGSN/PDNGW for interworking with legacy SGSN
In addition, coordination of service distribution to both legacy part of the network and LTE part of the network would be complicated while when the PDNGW host the MBMS UP function, interworking with legacy can be supported as following:

· the PDNGW handles the role of a GGSN

· the PDNGW naturally interwork with Rel7 SGSN and with MME as shown in following figure:


[image: image1]
Note that in an architecture with no CP and UP separation, the following would be obtained, implying duplication of the CP functions in the SGSN and in the MBMS SAE CP entity:
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Conclusion

The above proposal allows:

· To re-use Rel7 MBMS architecture:

· with benefit of CP and UP (SGSN and GGSN) separation

· with re-use existing features: 

· benefit from existing bearer control, 

· re-use current interface between SGSN/GGSN for service start, can add the MCE information when the service is SFN

· benefit from already configured eNodeB list in MME, there is no need to introduce it in the PDNGW

· benefit from existing keep-alive mechanisms of S1-C interface

· MME interfaces with MCE to get SFN information and provide them to PDNGW in Session Start response

· if MCE I/F with eNodeB is S1-C, MME and MCE can easily be merged. MCE benefit from eNB config of MME
The following is proposed for addition to the TS 23.401:

------------------------ First changes -----------------

4.2.3
MBMS architecture
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Figure 4.2.3-1. MBMS Architecture for 3GPP Accesses

Editor's Note: MCE and related interfaces are not show in the figures. S1-C terminates in the eNodeB of the E-UTRAN. 

Editor's Note: the CP and UP functions of the MBMS entity are separated and connected with a reference point in between.

NOTE:
The eBM-SC uses both MBMS Bearers (over SGmb/SGi-mb) and EPS Bearers (over SGi)
------------------------Second changes -----------------

4.4.7
MBMS 

Editor’s Note: It is FFS how these functions are allocated to functional entity/entities.

4.4.7.1
MBMS CP entity
One or more MBMS CP entities are used in a PLMN.
MBMS CP entity include:

-
Session control of MBMS bearers to the E-UTRAN access

NOTE:
When a UE leaves or enters MBMS bearer coverage, the service continuity is handled by the Service Layer (in UE and network).
· It provide an interface to the MBMS UP entity

4.4.7.2
MBMS UP entity
One or more MBMS UP entities are used in a PLMN.

MBMS UP entity include:

-
It provides an interface for entities using MBMS bearers through the SGi-mb (user plane) reference point

-
IP multicast distribution to eNodeBs (M1-U reference point)

-
Content synchronization for MBSFN (MBMS over Single Frequency Networks)

NOTE:
In case of mobility in or out from an MBMS service area, the service continuity is handled by the Service Layer (in UE and network).

· Content compression for MBSFN and non SFN MBMS data
· It provide an interface to the MBMS CP entity
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