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1. Introduction

It has been a long time since MBMS issues were discussed last time in SA2. The following decisions have been made in Feb. Joint Meeting: no UE subscription verification is performed by the eNodeB or EPC for MBMS sessions/services and therefore no UE context information is required to be propagated to the eNodeB from the CN; MBMS Services in LTE/SAE can be in one of two modes: a. MBMS Broadcast mode; b. MBMS Enhanced Broadcast mode.
And MBMS is still under hot discussion in RAN. Several conclusions are drawn like: 
a.
IP Multicast is used in the User Plane between MBMS-GW and eNBs for both multi-cell and single cell transmission.
b.
A logical entity called “MCE” is needed in order to coordinate MBSFN Radio Resources configuration aspects.

c.
No signalling will be specified between MCE and UE.
But a lot of other issues are still FFS such as the control plane architecture, service continuity etc. This paper is mainly to focus the MBMS architecture.
2. Discussion
At RAN3#55bis meeting, the user plane path of MBMS multi-cell transmission mode is confirmed as BM-SC—MBMS GW—ENB. The detail protocol stack is like the following:
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And the control plane path is still left to be decided. There are several candidates for MBMS CP path in RAN3#55 meeting:

- BMSC-MCE-eNB
- BMSC-GW-MCE-eNB
- BMSC-GW-eNB
- Possibility to involve another node (apart from the GW to be investigated)
To define the MBMS control plane architecture, the following issues are addressed:

1. E-MBMS Gateway is a stand-alone entity or located in S-GW/P-GW

E-MBMS GW at least has the functionality of MBMS content synchronization for multi-cell like the above figure depicts. If PDCP (Header Compression) is used for MBMS service in multi-cell case, it is located in the E-MBMS GW. Only one E-MBMS GW is needed in one pool since no MBMS UE context is required. So even the E-MBMS GW is located in S-GW/P-GW, there is no need for every S-GW/P-GW to have the E-MBMS GW functionality. Whether E-MBMS Gateway is a stand-alone entity or located in S-GW/P-GW is not a big issue to decide CP architecture. To avoid defining new interface, it’s better to allocate E-MBMS GW in S-GW/P-GW. The more discussion refers to [1].
2. MCE function is pure coordination or coordination plus session control

We have expressed our view in [2] and we prefer pure coordination MCE. Besides the reason in RAN, from the point of view of CN, it’s better for CN node to treat RAN node equally irrespective of single-cell or multi-cell transmission. In another word, CN node sends Session Start message to the ENBs directly, not MCE as well in case of multi-cell transmission.
3. Whether E-MBMS Gateway is involved in session control

If the E-MBMS GW is located in S-GW/P-GW, E-MBMS GW involved in session control means S-GW may send Session Start message to ENBs directly. As a result, control plane protocol needs to be supported for S1-U, e.g. GTP-C. While from the current research status, S1 bearer establishment signalling never goes through S1-U. The consensus about the MBMS S1 bearer is that after receiving Session Start message, the involved ENBs send an IGMP (IPv4) or MLD (IPv6) Join message over IP multicast to E-MBMS GW to join the service. So there is no need to introduce control plane to S1-U just for E-MBMS GW delivering session control message to ENBs. 
If the E-MBMS GW is a standalone entity, control plane still need to be introduced between E-MBMS GW and ENBs just for sending Session Start in case of E-MBMS GW involved in session control, which has impact on ENBs because ENBs need new interface for that.
There is another possibility when talking about E-MBMS GW involved in session control: whether E-MBMS GW is involved in session control towards BM-SC. Not like the ENBs with great amount, the impact of supporting control plane between BM-SC and E-MBMS GW is neglectable. And it is natural and compatible about the Gmb-like interface.
4. Whether MME is involved in control plane path
Combined with the above issue, we prefer MME involved in control plane, i.e., Session Start could be an S1-AP message. As for the relationship of MME and Gmb-like interface, there are two alternatives:
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Figure 1 : Gmb-like i/f between BM-SC and MME
The above figure depicts Gmb-like interface is between BM-SC and MME. If BM-SC is not an operator controlled one, a border GW may exist between BM-SC and MME for security reason. After ENBs receive Session Start from MME, they join the transport IP Multicast group to receive the user plane traffic. Those ENBs with multi-cell transmission interact with MCE for scheduling. The interface between EPC and MCE is not for session control but for adjusting synchronizing in E-MBMS GW, and it is left FFS.
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Figure 2 : Gmb-like i/f between BM-SC and E-MBMS GW
The difference of the figure 2 is Gmb-like interface is between BM-SC and E-MBMS GW. Receiving Session Start message, E-MBMS GW forwards it to MME. The MME is in charge of delivering session control messages to ENBs.
3. Conclusion

This contribution introduces the current progress of MBMS in RAN and analyzes the control plane architecture. We prefer MCE is a pure coordination entity, and MME but not E-MBMS GW is in charge of delivering session control message to ENBs. The following issues are still left FFS: whether E-MBMS GW is a standalone entity; whether the Gmb-like interface is between BM-SC and E-MBMS GW or MME; and the interface between EPC and MCE. We propose SA2 to take the analysis into account. The section 5 is proposed to be added into TS23.401.
4. Reference
[1]. S2-072568, “Location of E-MBMS-GW in EPC”, Huawei
[2]. R3-071032, “MBMS Control Plane path”, Huawei
5. Text Proposal

**** Start of 1st set of changes ****

4.2.3   MBMS Architecture
There are two alternative architectures:

4.2.3.1   SGmb between BM-SC and E-MBMS GW
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Figure 4.2.3-1. SGmb between BM-SC and E-MBMS GW

E-MBMS GW terminates both the SGi+ and SGmb interface towards the BM-SC.
4.2.3.2   SGmb between BM-SC and MME
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Figure 4.2.3-2. SGmb between BM-SC and MME
E-MBMS GW terminates the SGi+ interface towards the BM-SC. And MME terminates the SGmb interface towards the BM-SC.
NOTE:
E-MBMS GW provide user plane from BM-SC to E-UTRAN. MME provide session control towards E-UTRAN. 
NOTE:
MCE and related interfaces are not show in the figures.
NOTE:
If E-MBMS GW is located in S-GW/P-GW, S11+ becomes S11, M1-U becomes S1-U and SGi+ becomes SGi.
**** End of 1st set of changes ****

**** Start of 2nd set of changes ****

4.4
Network Elements
4.4.1
E-UTRAN

E-UTRAN is described in more detail in 3GPP TS 36.300 [5].

E-UTRAN functions include:

-
Header compression and user plane ciphering

4.4.2
MME 

MME functions include:

-
NAS signalling 

-
NAS signalling security

-
Inter CN node signalling for mobility between 3GPP access networks (terminating S3)

-
Idle mode UE Tracking and Reachability (including control and execution of paging retransmission)
-
Roaming (S6a towards home HSS)

-
Authentication

-
Bearer management functions including dedicated bearer establishment.
-
MBMS session control towards E-UTRAN
NOTE:
The Serving GW and the MME may be implemented in one physical node or separated physical nodes.

4.4.3
Gateway
4.4.3.1
General

Three logical Gateways exist:

-
Serving GW (S-GW)
-
PDN GW (P-GW)
-
E-MBMS GW
Functional split of PDN GW and Serving GW shall be the same regardless of the use of IETF or GTP based protocols between them.

NOTE:
The PDN GW and the Serving GW may be implemented in one physical node or separated physical nodes. The E-MBMS GW and P-GW or S-GW may be implemented in one physical node or separated physical nodes.
4.4.3.2
Serving GW

The Serving GW is the gateway which terminates the interface towards E-UTRAN. 

For each UE associated with the EPS, at a given point of time, there is a single Serving GW.

Serving GW functions include:

-
the local Mobility Anchor point for inter-eNodeB handover

-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW) 
-
E-UTRAN idle mode downlink packet buffering and initiation of network triggered service request procedure
-
Lawful Interception
-
Packet routing and forwarding
4.4.3.3
PDN GW

The PDN GW is the gateway which terminates the SGi interface towards the PDN. 

If a UE is accessing multiple PDNs, there may be more than one PDN GW for that UE.

PDN GW functions include:

-
Policy enforcement

-
Per-user based packet filtering (by e.g. deep packet inspection)

-
Charging support

-
Lawful Interception

-
UE IP address allocation

-
Packet screening
4.4.3.X
E-MBMS GW

The E-MBMS GW is the gateway which terminates the SGi+ interface towards the BM-SC. 
Only one E-MBMS GW is needed in one pool. For load or backup reason, there could be more than one E-MBMS GW in one pool.
E-MBMS GW functions include:

-
Providing MBMS user plane between BM-SC and E-UTRAN
-     Participating in the MBMS content synchronization for multi-cell transmission

Editor's Note: Whether E-MBMS GW involved in session control towards the BM-SC is FFS. If PDCP (Header Compression) is used for MBMS service in multi-cell case, it is located in the E-MBMS GW.
4.4.X
BM-SC
The BM-SC is a functional entity to provide and delivery MBMS service. It may serve as an entry point for content provider MBMS transmissions, used to authorise and initiate MBMS Bearer Services within the PLMN and can be used to schedule and deliver MBMS transmissions.

The BM-SC functions include: 
-
Membership function;
-
Session and Transmission function;
-
Proxy and Transport function;
-
Service Announcement function;

-
Security function.
Editor’s Note: BM-SC functions need reconsideration. 
**** End of 2nd set of changes ****

**** Start of 3rd set of changes ****

4.5
Reference Points
Editor’s Note: Once the architecture diagrams are stable in this specification and in TS 23.402, the reference point names need to be updated to remove either the letters or only keep a number series, e.g. S6a replaced with Sn where there is only either a digit or a letter.
S1-MME:
Reference point for the control plane protocol between EUTRAN and MME. It is also used for MBMS session control.
S1-U:
Reference point between EUTRAN and Serving GW for the per bearer user plane tunneling and inter eNodeB path switching during handover. 
S3:
It enables user and bearer information exchange for inter 3GPP access network mobility in idle and/or active state. It is based on Gn reference point as defined between SGSNs.

Editor's Note: User data forwarding for inter 3GPP access network mobility in active state (FFS). 
S4:
It provides the user plane with related control and mobility support between GPRS Core and the 3GPP Anchor function of Serving GW and is based on Gn reference point as defined between SGSN and GGSN.

S5:
It provides user plane tunneling and tunnel management between Serving GW and PDN GW. It is used for Serving GW relocation due to UE mobility and if the Serving GW needs to connect to a non-collocated PDN GW for the required PDN connectivity.
S6a:
It enables transfer of subscription and authentication data for authenticating/authorizing user access to the evolved system (AAA interface) between MME and HSS.

S7:
It provides transfer of (QoS) policy and charging rules from PCRF to Policy and Charging Enforcement Function (PCEF) in the PDN GW. The interface is based on the Gx interface.
S8a:
Inter-PLMN reference point providing user and control plane between the Serving GW in the VPLMN and the PDN GW in the HPLMN. It is based on Gp reference point as defined between SGSN and GGSN. S8a is the inter PLMN variant of S5.
S10:
Reference point between MMEs for MME relocation and MME to MME information transfer.
S11: Reference point between MME and Serving GW
S11+: Reference point between MME and E-MBMS GW.
SGi: 
It is the reference point between the PDN GW and the packet data network. Packet data network may be an operator external public or private packet data network or an intra operator packet data network, e.g. for provision of IMS services. This reference point corresponds to Gi for 3GPP accesses. 
SGi+: It is the reference point between BM-SC and E-MBMS GW for MBMS data delivering.
Rx+
The Rx reference point resides between the AF and the PCRF in the 3GPP TS 23.203 [6]. It is FFS if there will be any significant functional modifications to current Rx reference point to warrant defining it to be Rx+.
SGmb: It is the reference point for the control plane protocol between EPC and BM-SC.

Editor’s Note: it is FFS whether the EPC node terminating the SGmb interface towards BM-SC is MME or E-MBMS GW.
M1-U: It is the reference point between E-MBMS GW and UTRAN for MBMS data delivering.
Protocol assumption:
-
The S1-U is based on GTP-U protocol.

-
The S3 is based on GTP protocol.

-
The S4 is based on GTP protocol.

-
The S5 is based on GTP protocol. IETF variant of S5 is described in 3GPP TS 23.402 [2].

-
The S8a is based on GTP protocol. IETF variant of S8a (S8b) is described in 3GPP TS 23.402 [2]

Note that redundancy support on reference points S5 and S8a should be taken into account.
**** End of 3rd set of changes ****

**** Start of 4th set of changes ****

5.8
Interactions with Other Services

< This section describes the interactions with other services/features, eg MBMS, location services, emergency/priority access, possibly terminal configuration, etc.>

5.8.1
MBMS
MBMS is a point-to-multipoint service in which data is transmitted from a single source entity to multiple recipients. Transmitting the same data to multiple recipients allows network resources to be shared.

The MBMS bearer service offers two modes (for EPS):

-
MBMS Broadcast Mode;
-
MBMS Enhanced Broadcast Mode.
MBMS architecture enables the efficient usage of radio-network and core-network resources, with an emphasis on radio interface efficiency.
**** End of 4th set of changes ****
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SYNC: Protocol to synchronise data used to generate a certain radio frame
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