SA WG2 Temporary Document

Page 11
-


3GPP TSG SA WG2 Architecture — S2#57
S2-071741
23 - 27 April 2007

Beijing, China
Source:
Ericsson
Title:
Active mode CN relocation
Document for:
Approval
Agenda Item:
8.2.6
Work Item / Release:
SAES/Rel-8
Introduction

At the SA2 ad hoc in Warsaw, the inter eNodeB handover with CN node relocation procedure was discussed, and a number of principles were agreed, as documented in S2-071593. However, a number of FFS items remain. This contribution addresses these FFS items, gives solutions and proposes to capture them in TS 23.401. As a basis for the solutions, we review the relevant use cases for this procedure. 
Which node performs indirect forwarding?

For the case of indirect forwarding from the source to the target eNodeB via the core network, discussions at SA2 in Warsaw left it open which node performs indirect forwarding in the core network. The main candidate is the Serving GW, since it is the only user plane node in the architecture that is in the VPLMN in the case of roaming. 
As it will be clear also from the use cases discussed below, indirect forwarding is expected to be a very rare event, since an operator with overlapping pool areas can use direct forwarding due to the existence of X2; and even if the pool areas are non-overlapping, an operator can still allow IP connectivity between the source and target eNodeBs to enable direct forwarding. Therefore, it is proposed that the standard specifies indirect forwarding only via Serving GW, and does not add other options with indirect forwarding such as defining new types of nodes for this purpose. 
Proposal: it is proposed to use the Serving GW for indirect forwarding via the core network. 
Use cases

Below we review the relevant use cases for intra-LTE CN relocation in active mode procedure, in order to determine which cases need to be supported from the point of view of packet forwarding. 
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Figure 1: MME-only relocation, overlapping pool areas, direct forwarding

Figure 1 shows the UE moving from a source pool area to a target pool area, such that only the MME needs to be changed, and the pool areas overlap. (This figure and subsequent figures omit other nodes for simplicity, such as the PDN GW.) Due to the overlap, we can assume X2 connectivity between the source and the target eNodeB. Therefore in this case we can assume that direct forwarding from the source eNodeB to the target eNodeB is possible, as shown by the thick arrow. 
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Figure 2: MME-only relocation, non-overlapping pool areas, direct forwarding

Figure 2 shows the case when the pool areas do not overlap. In this case, X2 connectivity between the source and target eNodeBs cannot be assumed (although it is not excluded). But even if there is no X2 configured, the operator may still enable direct IP level connectivity between the source and target eNodeBs. This use case is motivated by the fact that direct forwarding is expected to be more efficient than indirect forwarding, and IP level connectivity between the source and target eNodeBs can be enabled even without the effort of configuring the X2 reference point. The decision to use direct forwarding can be performed in the source eNodeB. Direct forwarding possibility can be applied when X2 is present, or when X2 is not present but source eNodeB configuration indicates that the source eNodeB has IP connectivity to the target eNodeB.
Note that in this use case, direct forwarding from the source eNodeB to the target eNodeB takes place even though there is no reference point defined between them. This is possible because the tunnelling mechanism defined for X2 can be re-used here as well, and there is no extra signalling that needs to take place between these eNodeBs. Hence, it is proposed that no new reference point needs to be defined between the source and target eNodeBs for packet forwarding. This is in line with TS 23.060 which does not define a new reference point for direct packet forwarding between the RNCs, and also with the RAN3 decision  that direct forwarding for inter-3GPP handover can be used between an eNodeB and an RNC or SGSN without defining a new reference point for it. 
Proposal: The source eNodeB should take the decision about direct forwarding when there is IP connectivity available between the source and the target eNodeBs. Direct packet forwarding from the source eNodeB to the target eNodeB can be possible even if there is no X2 connectivity between them. The tunnelling mechanism defined for X2 can be re-used, hence no new reference point needs to be defined for direct packet forwarding when X2 is not present.
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Figure 3: MME-only relocation, non-overlapping pool areas, indirect forwarding

If direct forwarding is not available, indirect forwarding can be used as shown in Figure 3 for MME-only relocation. In this case the packets are forwarded via the Serving GW. 
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Figure 4: Combined MME and Serving GW relocation, overlapping pool areas, direct forwarding

Figure 4 shows the case when both the MME and the serving GW are relocated, in the case of overlapping pool areas. As in the case of MME-only relocation, direct forwarding can be applied due to the presence of X2. 
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Figure 5: Combined MME and Serving GW relocation, overlapping pool areas, direct forwarding

Figure 5 shows the case of non-overlapping pool areas with combined MME and Serving GW relocation.Again, an operator may have direct IP connectivity between the source and target eNodeBs, even if X2 does not exist. In this case direct forwarding can be applied, as decided by the source eNodeB. 
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Figure 6: Combined MME and Serving GW relocation, overlapping pool areas, indirect forwarding

If direct forwarding between the source and target eNodeBs is not available, indirect forwarding via the source and target Serving GWs can be used, as shown in Figure 6. Note that indirect forwarding is interesting only for non-overlapping pool areas (otherwise X2 is present and direct forwarding can be used instead). Therefore, for the case of Serving GW relocation, indirect forwarding needs to go through both the source and the target Serving GW, and it is not sufficient to use only one of them.
Note that in this use case, direct forwarding from the source Serving GW to the target Serving GW takes place even though there is no reference point defined between them. This is possible because the tunnelling mechanism defined for S1-U can be re-used here as well, and there is no extra signalling that needs to take place between these Serving GWs. Therefore, as in the case of direct packet forwarding between eNodeBs without X2, it is proposed that no new reference point needs to be defined between the source and target Serving GWs for packet forwarding. Again, this is in line with TS 23.060 which does not define a new reference point for direct packet forwarding between the RNCs, and also with the RAN3 decision  that direct forwarding for inter-3GPP handover can be used between an eNodeB and an RNC or SGSN without defining a new reference point for it. 

Proposal: When indirect forwarding is used and the Serving GW is relocated, indirect forwarding goes via both the source and target serving GWs. The tunnelling mechanism defined for S1-U can be re-used, hence no new reference point needs to be defined for indirect packet forwarding.
So far, the use cases with MME-only relocation and combined MME and Serving GW relocation have been shown. The need for Serving GW only relocation is discussed below.
Triggers for relocation
Currently it is FFS what type of triggers we need to support, i.e., whether we need all combinations of MME-only relocation, Serving GW-only relocation and combined MME and Serving GW relocation. The type of triggers depends on the relationship of MME and user plane pool areas, which is analyzed in contribution S2-071198. It is concluded that the number of combinations can be reduced to only MME-only relocation and combined MME and Serving GW relocation, while maintaining flexibility of pool area configurations. This greatly simplifies the configuration of pool areas, since only one type of pool areas need to be configured in the RAN and CN, and the number of options in the relocation procedure can be reduced. 
Proposal: It is proposed that only triggers for MME-only relocation and combined MME and Serving GW relocation are specified. As a result, only one type of pool areas need to be configured in the RAN. While Serving GW-only relocation can always be realized as a special case of combined MME and Serving GW relocation when the source and target MMEs are identical, it is proposed that no special triggers and procedures for an optimized Serving GW only relocation are specified. 
Consequently, the following triggers are proposed: 

· Source eNodeB triggers relocation when there is a pool area change in the RAN, and sends Relocation Required message to the source MME.

· Source MME selects the target MME and sends Forward Relocation Request message to it. 

· Target MME decides whether the Serving GW needs to be relocated or not, and proceeds accordingly. 

Other ways of sending packets

Currently it is left FFS whether other ways of sending packets should be also defined, e.g. forwarding packets from the source Serving GW to the target GW and then to the target eNodeB, without going via the source eNodeB. As a motivation, it was mentioned that these packets can then avoid taking the source Serving GW-source eNodeB path twice. 
However, it has not yet been shown that adding this feature as a further option to an already multi-optioned procedure will achive a significant performance improvement. 
Note that operators optimize pool areas such that typical mobility patterns remain within a single pool area. Hence, it is expected that a pool area change will be a rare event. Furthermore, it has been also agreed that overlapping pool areas are also supported. The overlapping pool area feature adds yet another degree of flexibility to the operators to minimize active mode pool area relocations, and when a relocation still happens, direct forwarding can be used due to the existence of X2. In addition to that, for the very rare cases when active mode CN relocation happens between non-overlapping pool areas, the operator can still maintain IP connectivity between the source and target eNodeBs and use direct forwarding to optimize the performance. This means that even with the agreed features, an operator has already three SAE features to optimize the user experience (i.e., optimize pool areas to typical mobility patterns, use overlapping pool areas, and maintain IP connectivity between neighbouring eNodeBs). 
Proposal: It is proposed not to introduce additional options for sending packets. 
How the MMEs decide about indirect forwarding

It has been agreed that the MMEs (source and target) use configuration to determine whether indirect forwarding is to be performed. However, it is left FFS how the MMEs decide about the indirect forwarding. 
Regarding direct forwarding, as has been discussed above, the existence of X2 implies that it possible to use direct forwarding, but direct forwarding can also be applicable when X2 is not present, and this can be determined based on configuration. The possibility of direct forwarding can therefore be decided in the eNodeBs, and it can be avoided to use MME configuration to determine if direct forwarding is applicable. 

Based on these considerations, the following decision process is proposed. 
· The source eNodeB initiates the relocation and sends a Relocation Required message to the source MME. In this message, the source eNodeB indicates whether the direct forwading to the target eNodeB is applicable. This is the case when X2 is present, or when X2 is not present but source eNodeB configuration indicates that the source eNodeB has IP connectivity to the target eNodeB. 
· The source MME sends a Forward Relocation Request message to the target MME. In this message, the source MME indicates whether direct forwarding shall be performed between the source and target eNodeBs (as decided by the source eNodeB). If direct forwarding is not available, the source MME indicates (based on configuration) if indirect forwarding via the source Serving GW is available. 
· The target MME decides if the Serving GW needs to be relocated and selects the target Serving GW if needed, and determines which method to use for packet forwarding, as follows.  

a. If the source eNodeB decided that direct forwarding between the source and target eNodeBs is available, then direct forwarding will be performed. 
b. If the source eNodeB decided that direct forwarding between the source and target eNodeBs is not available, and the source MME  indicates that indirect forwarding via the source Serving GW is available, and the target MME determines (based on configuration) that indirect forwarding via the target Serving GW (which is identical to the source Serving GW in case the Serving GW is not relocated) from the given source Serving GW is available, then indirect forwarding will be performed via the source Serving GW and target Serving GW (which are identical in case the Serving GW is not relocated). 
c. If none of the above two cases are satisfied, no packet forwarding is performed. 

Proposal

It is proposed to capture the above discussion by updating TS 23.401 as follows. Additionally, it is proposed to discuss and agree on the signalling flow and move it from Annex C into Section 5.5.1.
Start first change in 23.401

5.5.1
Inter eNodeB handover with CN node relocation

This procedure shall be used for inter eNodeB handover in the following cases: 
· There is no X2 connectivity between source eNodeB and target eNodeB (or it is not desired to be utilized) or

· There is no S1-MME connectivity between target eNodeB and source MME (or it is not desired to be utilized) or 

· There is no S1-U connectivity between target eNodeB and source Serving GW (or it is not desired to be utilized)

To cover all the above scenarios and their combination this Inter eNodeB handover with CN node relocation procedure does not rely on:

-
signalling on X2 between source eNodeB and target eNodeB,

-
signalling on S1-MME between target eNodeB and source MME, nor

-
signalling on S1-U between target eNodeB and source Serving GW, nor 
-
signalling on S1-MME between source eNodeB and target MME, nor
-
signalling on S1-U between source eNodeB and target Serving GW

NOTE:
Whether X2 is used to find out the non existence of S1-MME or S1-U connectivity is out of scope of this procedure.
This inter eNodeB handover with CN node relocation procedure can be used to relocate MME, Serving GW or both. The procedure is triggered in the source eNodeB. The source MME selects the target MME. The target MME decides whether the Serving GW needs to be relocated or not. 
Forwarding of packets may be used from the source eNodeB to the target eNodeB. Packet forwarding can take place either directly from the source eNodeB to the target eNodeB, or indirectly (FFS) from the source eNodeB to the target eNodeB via the source and target Serving GWs (or if the Serving GW is not relocated, only the single Serving GW). 
Editor’s note: it is FFS if the indirect forwarding option needs to be defined. 
The applicability of direct forwarding is decided in the source eNodeB and indicated to the source MME. If X2 connectivity is available between the source and target eNodeBs, direct forwarding is applicable. 

In case direct forwarding is not applicable, indirect forwarding may be used (FFS). The MMEs (source and target) use configuration to determine whether indirect forwarding is applicable. Using configuration, the source MME indicates to the target MME whether indirect forwarding is applicable via the source Serving GW. Based on this indication and configuration, the target MME determines whether indirect forwarding is performed or not.
End first change in 23.401

Start second change in 23.401

Annex C (Informative)
Temporary location for Active Mode relocation flows

Editor's note: the following signalling flow is an example for section 5.5.1, Inter eNodeB handover with CN node relocation and it is not yet agreed. It can be used as a basis for further work. When a signalling flow in section 5.5.1 is agreed, this annex is to be removed.
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1)
The source eNodeB decides to perform a handover to the target eNodeB. This can be triggered e.g. by no X2 connectivity to the target eNodeB, or by configuration in the source eNodeB showing that the target eNodeB does not have S1_MME connectivity to the source MME, or by an error indication from the target eNodeB after an unsuccessful X2-based handover. 

2)
The source eNodeB sends Relocation Required to the source MME. This message contains a decision by the source eNodeB whether direct forwarding is applicable from the source eNodeB to the target eNodeB. This decision in the source eNodeB can be based on e.g., the presence of X2 or other configuration. 
3)
The source MME selects the target MME and sends a Forward Relocation Request message to it, which includes the UE context in the source MME, and the indication from the source eNodeB if direct forwarding to the target eNodeB is applicable. If direct forwarding is not applicable, this message also contains an indication if indirect forwarding via the source Serving GW is applicable, based on source MME configuration.
4)
The target MME decides whether to relocate the Serving GW. 
- If the Serving GW is not relocated, no message is sent in this step. In this case, the target Serving GW is identical to the source Serving GW.
- If the Serving GW is relocated, the target MME selects the target Serving GW and sends a Create Bearer Request message to the selected target Serving GW, including information about the established bearers of the UE and identity of the PDN GW and its TEIDs. The target Serving GW allocates TEIDs for the uplink traffic on S1_U reference point (one TEID per bearer). The target Serving GW sends an acknowledgement message back to the target MME, which include these newly allocated TEIDs. 

5)
The target MME sends Relocation Request message to the target eNodeB. This message creates the UE context in the target eNodeB, including information about the bearers and the target Serving GW identity and TEIDs, and the security context. The target eNodeB sends a Relocation Request Acknowledge message to the MME. This includes the TEIDs allocated at the target eNodeB for downlink traffic on S1_U reference point (one TEID per bearer), and the TEIDs to be used for packet forwarding to the target eNodeB. 
6)
The target MME determines the use of direct or indirect forwarding as follows. 
- If the source MME indicated in step 3 that the source eNodeB decided on the use of direct forwarding from the source eNodeB to the target eNodeB, then direct forwarding shall be used. 
- If the source MME indicated in step 3 that direct forwarding between the source and target eNodeBs is not available, and the source MME  indicates that indirect forwarding via the source Serving GW is available, and the target MME determines (based on configuration) that indirect forwarding via the target Serving GW (which is identical to the source Serving GW in case the Serving GW is not relocated) from the given source Serving GW is available, then indirect forwarding will be performed via the source Serving GW and target Serving GW (which are identical in case the Serving GW is not relocated). 
If indirect forwarding is used and the Serving GW is relocated, the target MME sets up forwarding parameters in the target Serving GW by sending the TEIDs allocated at the target eNodeB. The target Serving GW allocates TEIDs to be used for packet forwarding, and sends them to the target MME. 
If indirect forwarding is not used, or the Serving GW is not relocated, no message is sent in this step.
7)
The target MME sends a Forward Relocation Response message to the source MME. This message includes an indication if the target MME decided on direct or indirect forwarding, and an indication if the Serving GW is relocated. In the case of direct forwarding or indirect forwarding with no Serving GW relocation, the TEIDs allocated at the target eNodeB shall be included. In the case of indirect forwarding with the Serving GW relocation, the TEIDs allocated at the target Serving GW and the target Serving GW address shall be included. 
8)
If indirect forwarding is used, as indicated by the target MME in step 7, the source MME updates the source Serving GW about the forwarding parameters as follows. 
- If the target MME in step 7 indicated that the Serving GW is relocated, then the TEIDs to be used for indirect forwarding at the target Serving GW and the target Serving GW address, as indicated by the target MME in step 7, are sent to the source Serving GW, to be used as the destination for packet forwarding. 
- If the target MME in step 7 indicated that the Serving GW is not relocated, then the TEIDs allocated at the target eNodeB, and the target eNodeB address are sent to the Serving GW, to be used as the destination for packet forwarding.
The source Serving GW allocates TEIDs for indirect forwarding, and sends them to the source MME
9)
The source MME sends a Relocation Command message to the source eNodeB. This messages includes an indication whether forwarding (direct or indirect) shall be used, and the destination (address and TEIDs) for packet forwarding. The destination is the target eNodeB in the case of direct forwarding, and the source Serving GW in the case of indirect forwarding. 
10)
The Handover Command is sent to the UE. The UE must be made aware that a CN relocation is being performed, since it will have to perform a Tracking Area Update (see below). The UE detaches from the old cell and synchronizes to the new cell. 

11)
The source eNodeB may start forwarding of downlink data from the source eNodeB to the target eNodeB, as configured in step 9. This may be either direct or indirect forwarding (FFS). Note that in the case of indirect forwarding, S1-U resources are also utilized from the source eNodeB to the source Serving GW and from the target Serving GW to the target eNodeB. 
12)
After the UE has successfully synchronized to the target cell, it sends a Handover Confirm message to the target eNodeB. Downlink packets forwarded from the source eNodeB can be sent to the UE. Also, uplink packets can be sent from the UE, which are forwarded to the target Serving GW and the PDN GW. 

13)
The target eNodeB sends a Relocation Complete message to the target MME. This includes TEIDs allocated at the target eNodeB for downlink traffic.
14)
The target MME sends a Forward Relocation Complete to the source MME. The source MME in response sends a Forward Relocation Complete Acknowledge to the target MME. 

15)
The target MME sends an Update Bearer Request to the target Serving GW. This includes the TEIDs allocated at the target eNodeB for downlink traffic. 

16)
If the Serving GW is relocated, the target Serving GW assigns TEIDs (one per bearer) for downlink traffic from the PDN GW. It sends an Update Bearer Request to the PDN GW, including the assigned TEIDs. The PDN GW starts sending downlink packets to the target Serving GW using the newly received TEIDs. These downlink packets will use the new downlink path via the target Serving GW and target eNodeB. An Update Bearer Response is sent back to the target Serving GW. 
If the Serving GW is not relocated, no message is sent in this step.
17)
The target Serving GW sends an Update Bearer Response to the target MME. 

18)
After the source MME has received the Forward Relocation Complete message, it sends a Release Resources message to the source eNodeB. The source eNodeB can then release resources in the source eNodeB. The timing of this message and the timing of releasing the resources are FFS.

19)
As soon as the handover to the target eNodeB is completed, the UE sends a Tracking Area Update Request message, which arrives to the target MME.

20)
The target MME may optionally authenticate the UE

21)


a)
The target MME updates the HSS by sending an Update Location message

b)
The HSS sends a Cancel Location message to the source MME.

c)
The source MME sends a Cancel Location Ack message to the HSS. 

d)
After the HSS has received the Cancel Location Ack message, it sends an Update Location Ack to the target MME. 

e)
The source MME releases the bearer in the source Serving GW by sending a Delete Bearer Request message. Note that if the Serving GW is not relocated, only the signalling relationship is released between the Serving GW and the source MME, but the UE context continues to exist in the Serving GW.
f)
The source Serving GW sends a Delete Bearer Response to the source MME. 

22)
The target MME sends a Tracking Area Update Accept to the UE, which include a new S-TMSI allocated by the target MME. 

23)
The UE acknowledges the new S-TMSI by sending a Tracking Area Update Complete message. 
End second change in 23.401
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