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Introduction

The contribution discusses the location of the binding function and proposes as a way forward to locate the binding function depending on the IP-CAN QoS class characteristics. The two alternatives are referenced as GW based binding (where the PCRF provides no direct indication for the IP-CAN bearer and the GW derives the binding based on the QoS class) and the PCRF based binding (where the PCRF explicitly indicates the IP-CAN bearer a PCC rule belongs to). 
Discussion
High level arguments

The following high level arguments have been mentioned in the discussion in favor of the GW based binding:
· Access independence: 

While this is a reasonable design principle it is only of limited use for PCC. This is because the PCRF anyhow needs to be informed about the IP-CAN (e.g. type of IP-CAN, RAT-type) to apply IP-CAN specific policy especially regarding the charging control.
· Improved handover: 
The recent stage 3 agreement to use a single Diameter session per UE IP address should already strongly improve the PCC functions during handover especially regarding the re-binding of PCC rules. The PCRF is likely to be required at handover to ensure the usage of the most appropriate QoS classes within the new access system. 
· Network initiated bearer signaling: 

There is no direct dependency between the binding and the way the bearer signaling is initiated (i.e. from network or UE side). This is because for both ways of initiating the bearer signaling, the binding needs to be known. For network initiated the PCRF sends the binding directly, while for UE initiated the UE sends a "proposed binding" (the TFT) and the PCRF uses this information to generate the binding. Alternatively the PCRF could also reject it. Therefore, the discussion on the way the bearer signaling is initiated should be kept separately.
The PCRF based binding is supported by the following high level arguments:
· Natural functionality for controller: 
The binding decision is an important part of the policy control functionality of the PCRF and this concept is similarly applied by other standardization groups like TISPAN or ITU-T.
· Single point of control for operator:
The administration of operator policies as well as the handling of procedures that impact different nodes benefit from having a single point of control.
· Combination of different input: 

IP-CAN specifics, service specifics, subscription information and operator policies could influence the selection of the QoS class for a PCC rule as well as the binding to a specific IP-CAN bearer. The PCRF has access to all this information the GW not. 
· Service dependent handling of limitations and restrictions of IP CAN bearers:
The PCRF needs to know the number and the characteristics (probably only whether it is realtime or not) of the QoS classes that are available in the IP-CAN. Otherwise, a PCC rule could contain a QoS class which cannot be understood by the GW or a non-realtime QoS class could be chosen for a realtime service. The available QoS classes need to be either configured in the PCRF or dynamically provided by the GW (e.g. by means of a capability exchange during the Gx session setup).

· Less complexity in GW:
A simple and straightforward handling of Gx functions should be desired. Especially, frequent error cases (e.g. that a certain PCC rule does not fit onto a bearer due to bitrate limitations) or the need to solve any contradiction with the subscribed maximum values should be avoided.
The comparison of the high level arguments shows advantages for the PCRF based binding. The arguments in favor of the GW based binding do not seem to justify the efforts required for the standardization as well as for the GW complexity. 
Technical arguments

In the following a number of technical arguments highlight the difficulties of a GW based binding. 

Firstly, IP-CAN restrictions need to be taken into account for almost all IP-CANs but at least for the ones that are currently available or standardized, respectively. The main idea of using the QoS class of a PCC rule to identify the corresponding IP-CAN bearer does only work for an IP-CAN which is able to provide any type of IP-CAN bearer(s). However, almost all IP-CANs suffer from restrictions which have an impact on the set of services that can be supported in parallel:

· Number and characteristics of IP-CAN bearers

· Limited number of IP-CAN bearers

· Limited number of QoS classes

· Limited bitrate

· Specialized IP-CAN bearers for a given application

The following two examples show situations which require a decision about the treatment of a PCC rule. In the first case, a PCC rule was sent by the PCRF with a QoS class which cannot be supported by the IP-CAN at all. In the other case, the QoS class can be supported but the overall bitrate of the PCC rules exceed the maximum bitrate which an IP-CAN bearer of this QoS class may have. In such situations, the GW needs to either make a decision or to report an error case to the PCRF. The decision making in the GW cannot be very complex due to the fact that usually the GW does not have the information which is required to decide about the usage of a different QoS class nor about subscription or operator policies. The alternative of reporting the error to the PCRF would require an additional delay in the bearer setup. Furthermore, the PCRF still needs to have the binding functionality and could thus have already used it to avoid the error case.
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Secondly, operator restrictions need to be taken into account by means of applying operator policies regarding the usage of resources (i.e. QoS class and bitrate) or charging: 

· IP-CAN specific policies

· Limitation of IP-CAN bearer number

· Limitation of QoS classes and or bitrate (e.g. depending on time of day)
· Optimized resource usage (service dependent multiplexing gain)

· IP-CAN specific charging or authorization of services

Thirdly, subscription information is also limiting the usability of resources for the different groups of users. Especially, the maximum/guaranteed bitrates that are allowed per QoS class and IP-CAN are of importance.
The listed technical arguments show the difficulties and the complexity of a GW based binding solution. Of course, this strongly depends on the restrictions that are inherent to the IP-CAN.
Proposed way forward

Based on the above discussion the PCRF based binding we still think that for the decision logic about the binding of service data flows to IP-CAN bearers the PCRF is the appropriate place. The PCRF can easily take all the different information (IP-CAN characteristics, subscription, service information, operator policies) into account. And this is even more important for the network initiated bearer signaling as the main benefit of better and simplified control for the operator would get lost if the information sent from the PCRF does not fit to the restrictions of the IP-CAN or the UE. Therefore, the PCRF needs to make the binding decision first before it sends the instructions to the GW (thus the PCRF should also decide whether for a new service an existing bearer is modified or a new one established).
On the other hand, there is the desire to also allow a binding in the GW. We understand that the proponents of this proposal expect that the list of available bearers will be limited in the future and that the right IP-CAN bearer can be derived from the QoS class of PCC rules in the PCEF without involved policy logic. For such a type of IP-CAN, providing additional bearer references on the Gx interface would be redundant information. Furthermore, for an inter-system handover towards such an IP-CAN type, a need to indicate the new allocation of PCC rules to IP-CAN bearers can be avoided (although there is a requirement to inform the PCRF about the change of IP CAN type, which may then choose to modify, install or remove PCC rules due to this handover due to operator policies and subscription information). To avoid the difficult and complex situations discussed above, it seems best to allocate the binding function depending on the IP-CAN QoS class characteristics, i.e. the IP-CAN restrictions which have an impact on the set of services that can be supported in parallel. We therefore propose the following rule:
For types of IP-CANs where the QoS class of the PCC rule can be used to unambiguously identify the IP-CAN bearer, the PCEF shall perform the binding. Otherwise, the binding shall be done by the PCRF.

The intention of our proposal is to have the binding discussions for a type of IP-CAN when the system is mature enough that we can decide. Also we want to provide a technical criterion to ease the decision once the IP-CAN is mature. The expectation of simpler systems were QoS classes are sufficient to unambiguously identify IP-CAN bearers in the future may well be correct for many IP-CANs to come, but in our understanding it is better to check based on clear technical criteria for each type of IP CAN. 

Proposed Changes

Start of modified section

6



Functional description

6.1


Overall description

6.1.0 
General

The PCC architecture works on a service data flow level. The PCC architecture provides the functions for policy and charging control as well as event reporting for service data flows.
6.1.1
Binding mechanism

The binding mechanism is the procedure that associates a service data flow (defined in a PCC rule by means of the SDF template), to the IP-CAN bearer deemed to transport the service data flow. Thus, the binding mechanism associates the AF session information with the IP-CAN bearer that is intended to carry the service data flow.
Note: 
The relation between AF sessions and PCC rules depends only on the operator configuration. An AF session can be covered by one or more PCC rules (e.g. one PCC rule per media component of an IMS session). Alternatively, a PCC rule could comprise multiple AF sessions. 
The binding mechanism creates bindings. The algorithm, employed by the binding mechanism, may contain elements specific for the kind of IP-CAN.
The binding mechanism includes two steps:


1. Session binding, i.e. the association of AF session information and applicable PCC rules to an IP-CAN session. 

The PCRF shall perform the session binding, which shall take the following IP-CAN parameters into account:

a) The UE IP address.

b) The UE identity (of the same kind), if present.

Note-i:
In case the UE identity in the IP-CAN and the application level identity for the user are of different kinds, the PCRF needs to maintain, or have access to, the mapping between the identities. Such mapping is not subject to specification within this TS.

Note-ii:
For an IP-CAN, limited to a single IP-CAN bearer per IP-CAN session, the bearer is implicit, so finding the IP-CAN session is sufficient for successful binding.

c) The APN.

2. Bearer binding, i.e. the association of a PCC rule to an IP-CAN bearer within that IP-CAN session.

Note-ii:
For an IP-CAN, limited to a single IP-CAN bearer per IP-CAN session, the bearer is implicit, so finding the IP-CAN session is sufficient for successful binding.

For an IP-CAN which allows for multiple IP-CAN bearers for each IP-CAN session, the binding mechanism shall use the following result and bearer parameters to create the binding for a service data flow:

a) The session binding result.

b) The QoS class of the IP-CAN bearer, if available;

c) The traffic mapping information, if available.


If traffic mapping information is available, the binding mechanism shall associate the PCC rule with the IP-CAN bearer that is intended to carry the service data flow, as indicated by the traffic mapping information synchronized between the PCEF and UE. 
The bearer binding mechanism works in the following way:

· If the QoS class of the IP-CAN bearer is available, then the QoS class of the service data flow is used to identify the corresponding IP-CAN bearer. The binding is created between service data flow(s) and the IP-CAN bearer which have the same QoS class. 
· If the traffic mapping information of the IP-CAN bearer is available, then the traffic mapping information of all IP-CAN bearers, for the same IP-CAN session, shall be compared with the existing service data flow filter information. Each part of the traffic mapping information shall be evaluated separately in the order of their related precedence. Any matching service data flow filter creates the binding of its corresponding service data flow with the IP-CAN bearer to which the traffic mapping information belongs. 
Since a PCC rule can contain multiple service data flow filters it shall be ensured by the PCRF that a service data flow is only bound to a single IP-CAN bearer, i.e. the same PCC rule may not be established on multiple IP-CAN bearers. 
Note: 
For example, a PCC rule containing multiple service data flow filters that match traffic mapping information of more than one IP-CAN bearer could be segmented by the PCRF according to the different matching traffic mapping information. Afterwards, the PCRF can bind the generated PCC rules individually.

For an IP-CAN, where the PCEF gains no information on what IP-CAN bearer the UE selects to send an uplink IP flow, the binding mechanism shall assume that, for bi-directional service data flows, both downlink and uplink packets travel on the same IP-CAN bearer.

PCC shall re-evaluate existing bindings, i.e. perform the binding mechanism, whenever the service data flow template, the QoS authorization or the negotiated traffic mapping information changes. The re-evaluation may, for a service data flow, require a new binding with another IP-CAN bearer.

For types of IP-CANs where the QoS class of the PCC rule can be used to unambiguously identify the IP-CAN bearer, the PCEF shall perform the binding. Otherwise, the binding shall be done by the PCRF.
Note: 
Using the QoS class of the PCC rule for the binding is only possible in IP-CANs which are able to provide an IP-CAN bearer for every QoS class a PCC rule of the IP-CAN session might have. Furthermore, for an IP-CAN session only one IP-CAN bearer per QoS class is allowed to exist. 
Requirements, specific for each type of IP-CAN, are defined in Annex A.

Note: 
The allocation of the binding mechanism for the DOCSIS IP-CAN is out of scope for this document.
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