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1. Introduction
Network redundancy has been proposed in order to the LTE / SAE architecture to avoid “single points of failure”. In short these schemes build on that, in case of a catastrophic failure in a MME/UPE, other MME(s)/UPE(s) can take over to ensure that certain geographic areas are not left without service coverage (the S1-flex concept, described in TR 23.882 section 7.16.3).

In this contribution we discuss requirements and a possible scheme to solve this. It is proposed that this scheme is adopted as way forward and documented in relevant TRs. 
2. Requirements
Before starting to design a detailed technical solution it is important that the requirements are defined and well understood. [25.913, section 9] states:

c)
E-UTRAN architecture shall minimize the presence of "single points of failure" where possible without additional cost for backhaul.

Based on the above statement, we do the following assumptions:
· Due to the limited coverage area of an eNodeB it is not cost efficient to remove that as a single point of failure. Thus it is the nodes in the evolved packet core that should be targeted.
· What is important to avoid is that a certain geographical area becomes completely without service after a failure in an MME or UPE/IASA. Thus, ongoing sessions using the failed node can be released and it is assumed that the application layer or end user will set them up again.
3. Solution Outline
Based on the above requirements, we believe the following sketched solution would fulfil the above listed requirements:
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Figure 1: Solution sketch
1. UE is connected via an MME and a UPE
2. The eNodeB detects that either the MME or the UPE is unreachable, due to network or node failure. Existing connections and contexts are lost.
3. As a consequence eNodeB sends an RRC release to the UE with a specific cause value. The timing of and exact mechanism for triggering this is FFS.
4. The RRC release with this cause value forces a state transition into LTE_IDLE. The indicated cause value forces the UE to immediately perform the signalling required to re-establish the lost connectivity (FFS).

5. The required signalling is routed to the old MME (in case of a UPE/IASA failure) or a new MME (in case of MME failure) and service can be resumed (the UE will be assigned a UPE/IASA by the MME).
4. Proposal

We propose the following text to be added to 23.882:

7.16
Key Issue – Network Redundancy and Load Sharing

7.16.1
Description of Key Issue – Network Redundancy and Load-sharing

Redundancy is an important factor contributing to the overall reliability of the network, and load sharing can be used by the operators to improve resource efficiency. Both redundancy and load-sharing may be achieved by two or more entities performing the same functions, where the appropriate entity is chosen as needed. This Key Issue outlines network redundancy and load sharing solutions over various network nodes and interfaces.
Solution baseline: For network redundancy solutions, it is understood that the limited coverage area of an eNodeB motivates that it will only be the nodes in the evolved packet core that should be considered. Ongoing sessions which are using the node that fails can be released and it is assumed that the application layer or end user will set them up again.
7.16.2
General Solutions for key issue – Network Redundancy and Load-sharing
Editors Note: Depending on the discussion on MME/UPE split, this section needs revision. It should be evaluated if network redundancy shall be applicable for MME only, UPE only or both.
7.16.2.1
Network Redundancy - Solution Overview
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Figure XYZ: Network Redundancy
1. UE is connected via an MME and a UPE

2. The eNodeB detects that either the MME or the UPE is unreachable, due to network or node failure. Existing connections and contexts are lost.

3. As a consequence eNodeB sends an RRC release to the UE with a specific cause value. The timing of and exact mechanism for triggering this is FFS.

4. The RRC release with this cause value forces a state transition into LTE_IDLE. The indicated cause value forces the UE to immediately perform the signalling required to re-establish the lost connectivity (FFS).

5. The required signalling is routed to the old MME (in case of a UPE/IASA failure) or a new MME (in case of MME failure) and service can be resumed (the UE will be assigned a UPE/IASA by the MME).

7.16.2.2
eNode B selection of MME/UPE

In the following text, client entity denotes eNodeB that uses the services of a serving entity (MME/UPE) that employs redundancy or load-sharing mechanisms.

In one potential solution, the client entity attempts to query each serving entity in a fixed sequence until a serving entity responds, i.e. as long as the candidate serving entities fail to or refuse to respond to the query. It is a simple solution but not a flexible one. In order to achieve load sharing, the list of serving entities used by the client entity should be carefully configured. This solution is suitable for redundancy scenario, or roughly load-sharing among a few entities. In case of serving entity failure, it may take some time for the client entity to find an appropriate substitute serving entity.

In another potential solution, the sequence of serving entities used by the client entity is adjustable. The priority of each serving entity in the list can be reconfigured, e.g. based on history information and current conditions. Redundancy can be achieved more intelligently. Load sharing can be achieved if load information can be acquired or deduced. Compared to the first solution, this solution is suitable for more precise load-sharing among a limited set of entities. In case of serving entity failure, the time required to find a substitute serving entity is not reduced compared to the first solution.

In a third potential solution, a 'request and respond' mechanism is used. The client entity sends out a request, and the serving entity that responds faster than the other serving entities are chosen, or the serving entity that responds with the highest service priority is chosen. This solution can be used to attain redundancy and load sharing among many entities, while achieving a more precise load-sharing compared to the first two solutions. The mechanism makes use of more messages in order to reduce the search time and improve the precision of load sharing. Multicast/Broadcast may be used to reduce the number of messages if needed.

Other possible solutions are FFS. For example, the anycast feature of IPv6 may be considered.

It is FFS which solution would be used in each different situation.
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