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1. Introduction
In the Key Issue Network Redundancy and Load Sharing in section 7.16 of TR 23.882 it is described how network redundancy and load sharing in the CN can be achieved by supporting many-to-many relations between RAN nodes and CN nodes in the SAE architecture. However, especially in large networks it might be undesirable to support a fully meshed S1 interface between all RAN nodes and all CN nodes in the entire network. This raises the issue of how to support mobility in a regionalized network, when mobility entails a change of serving Core Network node(s). A change of Core Network node(s) might also occur related to maintenance scenarios and load redistribution.
It is proposed in this contribution to apply the concepts defined in TS 23.236,”Intra-domain connection of Radio Access Network (RAN) nodes to multiple Core Network (CN) nodes” or shorter, “Iu-flex”, also to the SAE architecture. In particular the issue of mobility between Pool Areas served by different pools of CN nodes in a regionalized network is addressed.
While this contribution describes a systems architecture where the control nodes are separate from the payload nodes for explanatory purposes, the intention is to express ideas for network redundancy that are applicable to a wider set of possible architectures. 
2. Discussion
Large mobile networks are often regionalized, with each region being managed separately. It can be assumed that the RAN-CN connectivity will remain internal to each region in a network that is structured in this way. Figure 1 below depicts such a network. 
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Figure 1: Pools in a regionalized network

The network used as an example in this contribution is characterized by the following:
· The CN contains separate control (MME) and payload (IASA/UPE) nodes.

· Within a region, the CN nodes are pooled and serve in parallel one and the same Pool Area.
· There is full-mesh connectivity across the MME <-> IASA/UPE interface between all the control (MME) nodes and all the payload (IASA/UPE) nodes serving the Pool Area.

· There is full-mesh connectivity over S1 between all CN (MME and IASA/UPE) nodes and all eNodeB serving the Pool Area.
· An S1-flex concept similar to Iu-flex is assumed, which enables eNodeB to forward the traffic from a certain terminal to the correct MME and IASA/UPE. 
· Connectivity for signalling and payload between nodes serving different Pool Areas is through an MME-to-MME interface (here denoted Sx) and an UPE/IASA-to-UPE/IASA interface (here denoted Sy) respectively. There is thus no MME-to-IASA/UPE interface across pool borders.
With this network sketch as a backdrop we can now turn our attention to a number of issues that emerge in a network of this character:
· Mobility across Pool Area borders

· Handover between SAE/LTE and 2G/3G pools
· Load redistribution within the pool.

These scenarios have in common that they entail a reselection of the serving MME, and in some cases (as we shall see) also the serving IASA/UPE.
2.1 Mobility across Pool Area borders

It follows from the assumptions stated above that mobility across a Pool Area border means a change of serving MME, and also a reselection of the Serving IASA/UPE, while the Anchor IASA/UPE providing the PDN connectivity remains. Figure 2 below describes this.
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Figure 2: Inter – Pool Area mobility causing change of serving CN nodes 
Since it is a design goal in a network organized in Pool Areas to keep common mobility patterns (such as commuting) within the Pool Area to get the maximum benefit from this network design, it can be assumed that this mobility case is infrequent compared to mobility within the Pool Area. The following possible solutions have been identified:

A
Re-attach in the new Pool Area
With this solution, there is no need for any pool specific functionality on the Sx or Sy interfaces between the pools serving different regions in the network. A new Anchor IASA/UPE serving the new Pool Area will normally be selected. The mobility behavior is that any previously existing sessions are lost, and will need to be re-established.

B
Inter-MME TA Update
In this solution the mobile performs a TA Update in Idle Mode in the new Pool Area. The new serving MME gets the contexts of the mobile from the old MME over the Sx interface, thus, existing sessions can be retained. In Figure 3 below the procedure is outlined. The following can be observed about the procedure:
· The eNodeB performs a selection of the new MME to which the TA Update should be sent from the available MMEs in the MME Pool serving the Pool Area that the mobile enters, based on the identity of the mobile. This selection mechanism is similar to the NAS Node Selection defined in TS 23.236.

· The new MME finds the correct old MME by performing a lookup based on both the old TA identity and the NRI of the old MME, provided in the TA Update signaling. This enables the ‘MME Context Request’ to be directed to the correct MME within the ‘old’ MME Pool

· The Gateway IASA/UPE can be identical to either the Old or the New Serving IASA/UPE, with the ensuing simplifications of the signaling sequence. For completeness, the signaling sequence depicts the case when it is not. If the Gateway IASA/UPE is different from the Serving IASA/UPE, i.e., if the PDN connectivity, IP address assignment etc. are not handled by the IASA that is co-located with the new UPE serving the S1 interface from the eNodeB, a ‘Reroute Request’ is issued to the Gateway IASA/UPE to redirect the traffic to the new Serving IASA/UPE.
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Figure 3: Idle Mode mobility across the Pool Area border
Note: Procedure naming is FFS


Overlapping Pool Areas has been proposed in [‎1] as a means to improve the mobility behavior when traversing a Pool Area border in Idle Mode. It is correctly argued that during the stay in the overlap area, there is a high likelihood for the mobile to go spontaneously into Idle Mode, and at that time, MME relocation can be performed with lessened impact. However, this argument rests on the assumption that a mobile going into the overlap area is in the process of leaving the original Pool Area and entering the neighboring Pool Area. This is not certain, and if MME relocation to an MME in the neighboring MME Pool has been triggered, the mobile is not at any advantage if it should instead return to a non-border TA in the original Pool Area that is not in the overlap area, because it is now served by an MME in the “wrong” MME Pool. Since it is a design goal for Pool Areas to keep common mobility patterns within the Pool Area, it can be argued that there is indeed a high likelihood that the mobile returns to the non-border part of the original Pool Area rather than moving into the neighboring Pool Area. This is a drawback with the proposal to rely on overlapping Pool Areas to improve mobility across Pool Area borders. There are potentially ways to circumvent this drawback, such as introducing a multi-layered overlap zone with different ”preferences” for the overlapping pools in different parts of the overlap area, but this also increases the configuration complexity, and makes assumptions about the progression of handover through the overlap area that might not be fulfilled due to varying radio conditions.
However, given proper Pool Area design, Pool Area border traversal should be relatively infrequent, so it should be tolerable to force the mobile to Idle Mode as proposed in [‎1] to avoid introducing a complex Active Mode procedure for MME relocation at Pool Area border traversals, even without overlapping Pool Areas.
C
Handover in Active Mode
To allow mobility across the Pool Area border in Active Mode, a handover procedure would have to be defined that allows this. This is FFS, and considered subject to operator requirements. 
Conclusion

The three alternatives discussed in this section are different in level of ambition and impact. A selection should be made with the relative infrequency of this mobility case in mind. 
2.2 Handover between SAE/LTE and 2G/3G Pools

Inter-System Change between SAE/LTE and 2G/3G when Iu/Gb-flex is used in the 2G/3G network and S1-flex is used in the SAE/LTE gives rise to some special considerations:

· In the direction from 2G/3G to SAE/LTE, the MME must be able to identify the correct old SGSN in the SGSN Pool. This is unproblematic in the sense that the required SGSN behavior is specified for the baseline architecture, and the MME only needs to emulate the behavior of the new SGSN on S3. The more advanced mechanism defined in the baseline standard is to directly perform a lookup of the SGSN based on both the old RA and the NRI of the old SGSN, extracted from the P-TMSI of the mobile.

· In the direction from SAE/LTE to 2G/3G, the situation is reversed – it is now the SGSN that needs to direct a Context Request on S3 to the specific MME previously giving service to the mobile. 


The most straightforward solution to ISC from SAE/LTE using S1-flex to 2G/3G seems to be to reuse the NRI concept from the baseline standard also in SAE/LTE. This would require that the NRI of the serving MME is conveyed to the mobile in the SAE/LTE mobility procedures, and then signaled to the new SGSN in the handover procedure as prescribed in TS 23.236. The SGSN will then be able to perform a lookup of the old MME in the same way it would look up the old SGSN in an inter-SGSN RAU procedure.
Other solutions are FFS.

2.3 Load Redistribution in an MME Pool

In TS 23.236 a mechanism for load redistribution by causing a re-selection of serving node within an SGSN Pool for a number of mobiles is defined for the baseline architecture. A similar mechanism will be needed for SAE, and will likewise cause a re-selection of serving MME. In this case, no change of Serving IASA/UPE is necessary, since the new and old MMEs are both within the same pool and connectivity to the Serving IASA/UPE is thus not compromised by the MME re-selection.  Thus, it is sufficient to indicate to the Serving IASA/UPE that a new MME now serves the mobile.

The details of this function are FFS.
3. Conclusion

This contribution discussed aspects of inter-MME / inter-UPE mobility related to extending the pool concept from the baseline architecture to SAE/LTE.  
We propose that the principles of the pool concept defined in TS23.236 and related specifications are reused in SAE/LTE to the extent possible, and that the issues discussed in the contribution are resolved within the context of that concept as indicated above. In particular, we propose that the alternatives identified above for mobility across Pool Area borders are taken as input for further discussions on this issue.
4. References

1. R3-060949, LS on MME-UPE relocation in LTE-Active
5. Proposal
The following changes are proposed to section 7.16.3 of TR 23.882:
**** Start of 1st set of changes ****

7.16.3
S1-flex Concept 

7.16.3.1
Description of issue

Support for Network Redundancy and Load Sharing of MME / UPEs in SAE / LTE is achieved by making the S1 interface a multi-to-multi interface, where one node in E-UTRAN can be connected to multiple MME / UPEs for different terminals.

This section is outlining the solutions for this key issue.
7.16.3.2
Assumptions on S1-flex concept

The following assumptions are taken regarding the S1-flex configuration:

1. There is a multi-to-multi relationship between the E-UTRAN and MMEs and  UPEs in SAE / LTE, meaning one node in eUTRAN can communicate with different MMEs and  UPEs and vice versa.

2. One terminal can only be assigned to one MME at a time.

3. 
4. Full-mesh S1 connectivity between eUTRAN and the Core Network cannot always be assumed to hold across the entire network, because a network deploying S1-flex might be subdivided in separate Pool Areas. As a consequence, a solution for mobility across Pool Area borders is required.
5. Mobility across Pool Area borders in Active Mode is FFS. Since Pool Area border traversal is supposed to be an infrequent case, it might be tolerable to only support inter-Pool Area mobility in Idle Mode.
7.16.3.3
Handover between SAE/LTE and 2G/3G Pools

Inter-System Change between SAE/LTE and 2G/3G when Iu/Gb-flex is used in the 2G/3G network and S1-flex is used in the SAE/LTE gives rise to some special considerations:

· In the direction from 2G/3G to SAE/LTE, the MME must be able to identify the correct old SGSN in the SGSN Pool. This is unproblematic in the sense that the required SGSN behavior is specified for the baseline architecture, and the MME only needs to emulate the behavior of the new SGSN on S3. The more advanced mechanism defined in the baseline standard is to directly perform a lookup of the SGSN based on both the old RA and the NRI of the old SGSN, extracted from the P-TMSI of the mobile.

· In the direction from SAE/LTE to 2G/3G, the situation is reversed – it is now the SGSN that needs to direct a Context Request on S3 to the specific MME previously giving service to the mobile. 


The most straightforward solution to ISC from SAE/LTE using S1-flex to 2G/3G seems to be to reuse the NRI concept from the baseline standard also in SAE/LTE. This would require that the NRI (or similar) of the serving MME is conveyed to the mobile in the SAE/LTE mobility procedures, and then signaled to the new SGSN in the handover procedure as prescribed in TS 23.236. The SGSN will then be able to perform a lookup of the old MME in the same way it would look up the old SGSN in an inter-SGSN RAU procedure.

7.16.3.4
Load Redistribution in an MME Pool
In TS 23.236 a mechanism for load redistribution by causing a re-selection of serving node within an SGSN Pool for a number of mobiles is defined for the baseline architecture. A similar mechanism will be needed for SAE, and will likewise cause a re-selection of serving MME. In this case, no change of IASA/UPE is necessary, since the new and old MMEs are both within the same pool and connectivity to the serving IASA/UPE is thus not compromised by the MME re-selection.  Thus, it is sufficient to indicate to the serving IASA/UPE that a new MME now serves the mobile.

This function is FFS.
7.16.3.5 Alternative solution - Mobility across Pool Area borders

The solution outlined in this section assumes that the Core Network architecture defines separate control nodes (MMEs) and payload nodes (IASA/UPEs).
The following is assumed to hold in this network:

· The CN contains separate control (MME) and payload (IASA/UPE) nodes(this being one of the possible architectures that enable network redundancy for the control functionality by realizing that functionality separately from the mobility anchor function)

· Within a region, the CN nodes are pooled and serve in parallel one and the same Pool Area.

· There is full-mesh connectivity between all the control (MME) nodes and all the payload (IASA/UPE) nodes serving the Pool Area.

· There is full-mesh connectivity between all CN (MME and IASA/UPE) nodes and all eNodeB serving the Pool Area.

· An S1-flex concept similar to Iu-flex is assumed, which enables eNodeB to forward the traffic from a certain terminal to the correct MME and IASA/UPE. MME selection is similar to SGSN selection in Iu-flex, i.e. it is performed based on a Network Resource Identifier, identifying the serving MME. 

· Connectivity for signalling and payload between nodes serving different Pool Areas is through an MME-to-MME interface (here denoted Sx) and an UPE/IASA-to-UPE/IASA interface (here denoted Sy) respectively. There is thus no MME-to-IASA/UPE interface across pool borders.
In a network that does not support full-mesh connectivity over S1, mobility across a Pool Area border means a change of serving MME, and also a reselection of the serving IASA/UPE, while the anchor IASA/UPE providing the PDN connectivity remains (see Figure below): 
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Figure 4: Inter-Pool-Area Mobility

Since it is a design goal in a network organized in Pool Areas to keep common mobility patterns (such as commuting) within the Pool Area to get the maximum benefit from this network design, it can be assumed that this mobility case is infrequent compared to mobility within the Pool Area. The following alternative solutions have been identified:
A.
Re-attach in the new Pool Area
With this solution, there is no need for any pool specific functionality on the Sx or Sy interfaces between the pools serving different regions in the network. A new Gateway IASA/UPE serving the new Pool Area will normally be selected. The mobility behavior is similar to what is seen in a roaming scenario – any previously existing sessions are lost, and will need to be re-established.

B.
Inter-MME TA Update
In this solution the mobile performs a TA Update in Idle Mode the new Pool Area. The new serving MME gets the contexts of the mobile from the old MME over the Sx interface, thus, existing sessions can be retained. In Figure 3 below the procedure is outlined. The following can be observed about the procedure:


· The eNodeB performs a selection of the new MME to which the TA Update should be sent from the available MMEs in the MME Pool serving the Pool Area that the mobile enters, based on the identity of the mobile. This selection mechanism is similar to the NAS Node Selection defined in TS 23.236.

· The new MME finds the correct old MME by performing a lookup based on both the old TA identity and the NRI of the old MME, provided in the TA Update signaling. This enables the ‘MME Context Request’ to be directed to the correct MME within the ‘old’ MME Pool

· The Gateway IASA/UPE can be identical to either the Old or the New Serving IASA/UPE, with the ensuing simplifications of the signaling sequence. For completeness, the signaling sequence depicts the case when it is not. If the Gateway IASA/UPE is different from the Serving IASA/UPE, i.e., if the PDN connectivity, IP address assignment etc. are not handled by the IASA that is co-located with the new UPE serving the S1 interface from the eNodeB, a ‘Reroute Request’ is issued to the Gateway IASA/UPE to redirect the traffic to the new Serving IASA/UPE.
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Figure 5: Idle Mode mobility across the Pool Area border
Note: Procedure naming is FFS


Overlapping Pool Areas has been proposed as a means to improve the mobility behavior when traversing Pool Area in Idle Mode. During the stay in the overlap area, there is a high likelihood for the mobile to go spontaneously into Idle Mode, and at that time, MME relocation can be performed with lessened impact. However, this argument rests on the assumption that a mobile going into the overlap area is in the process of leaving the original Pool Area and entering the neighboring Pool Area. This is not certain, and if MME relocation to an MME in the neighboring MME Pool has been triggered, the mobile is not at any advantage if it should instead return to a non-border TA in the original Pool Area that is not in the overlap area, because it is now served by an MME in the “wrong” MME Pool. Since it is a design goal for Pool Areas to keep common mobility patterns within the Pool Area, it can be argued that there is indeed a high likelihood that the mobile returns to the non-border part of the original Pool Area rather than moving into the neighboring Pool Area. 

However, given proper Pool Area design, Pool Area traversal should be relatively infrequent, so it should be tolerable to force the mobile to Idle Mode to avoid introducing a complex Active Mode procedure for MME relocation at Pool Area border traversals, even without overlapping Pool Areas

C.
Handover in Active Mode

To allow mobility across the Pool Area border in Active Mode, a handover procedure would have to be defined that allows this. This is FFS, and considered subject to operator requirements.

**** End of 1st set of changes ****
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