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Introduction
During 3GPP SA2 #52, a number of contributions on Inter-Access Mobility Management were submitted.

This resulted in an update of Section 7.8.3 of TR 23.882 and in the addition of new subsection, proposing a preliminary comparison table for Inter-Access Mobility Management. 

The present contribution will focus on such comparison aspects, including a proposed update to Section 7.8.3.3 of TR 23.882 in the Annex Section.
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Host-based versus network-based IP Mobility

One of the fundamental issues to be decided is the decision whether SAE should employ a host-based or network-based IP mobility protocol:

· Host-based:  The end host (UE) performs IP mobility management signaling with a Home Agent and a Correspondent Node (through the radio interface user plane). 


· Examples: global mobility protocols such as MIPv4 [2] and MIPv6 [3], and local mobility protocols such as FMIPv6 [4] and HMIPv6 [5]. 

· Network-based: Aims at not involving the end host in IP mobility management signaling. Instead, this is handled by a network node (e.g. the base station, or a mobility anchor node). 

· Examples: the various proposals of NETLMM [6], GPRS [7]. The network-based mobility management protocols are typically suited only for local mobility. 
Host-based mobility aims at making IP mobility independent of the specific type of radio interface and access network architecture and relies purely on standard Internet protocols. 

Network-based mobility concepts aim at unloading the mobile node and the radio interface from any IP mobility related signaling overhead. However, both in host-based as well as in network-based mobility approaches, some radio access technology (RAT)-specific over-the-air signaling in the radio interface control plane for mobility support is required anyway. 
3
Discussion of IP mobility management approaches

The following list aims at summarizing in brief the most characterizing features, pros and cons of each IP mobility protocol.

3.1 
GPRS mobility issues (TS 23.060 [7])
GPRS/UTRAN can be regarded as a network-based mobility approach with multiple hierarchical levels of localized mobility (corresponding to SRNC, SGSN, GGSN, where the SRNC is the anchor point for RRC mobility, SGSN the anchor point for GMM mobility/CoA termination and the GGSN is a local home agent assigning the local HoA).
· When GPRS was introduced, MIP was not in a mature state. There was no choice to specifying a system-specific mobility protocol.

· IP Mobility is handled with GTP tunnels between the GGSN and the SGSN. Mobility on the Iu interface is controlled by the GMM protocol and a second section of GTP tunnel between SGSN and SRNC.

· Capable to handle mobility across network boundaries and administrative domains of GPRS/UMTS/GSM/DEDGE network operators, without relying on any external nodes (e.g a global HA above the GGSN).
· No relocation of the local Home Agent/Gateway (GGSN) in active state, causes potentially very inefficient routes for user data and thus very long user plane latency.
· Allows easier integration with system-specific QoS and AAA architectures.
· Dependence of radio technology is a design target

· Integration of IP mobility with L1/L2/L3(RR, MM) handover signalling (radio control plane).
3.2
General MIPv4/MIPv6 issues 
MIPv4 (RFC 3344) and MIPv6 (RFC 3775) are the classical approaches to host-based mobility. The characteristics of these protocols can be described as follows:

· Binding Update messages requires over-the-air signalling 

· Binding Updates occur at relatively large frequency (at every change of the IP subnet)

· Higher handover latency due to independence of radio interface signalling and placement of a HA

· Originally designed and optimized for nomadic IP hosts, not for mobile radio systems with high mobility

· Independence of radio technology is a design target – not taking into account radio issues: resource admission control, radio-technology specific mobility management (cell level, routing area, registration area, service area,…)

· Higher terminal complexity (additional security, additional header compression,…)

· A host-based mobility management protocol may be better suited for multi-homing and inter-technology handoffs.  

· MIP can be used for global mobility management in combination with a local IP mobility management procedure 

3.3 


MIPv4 (RFC 3344 [2])

MIPv4 can be implemented with two different flavours, foreign agent (FA) care-of address (CoA) and collocated CoA. For FA-CoA, a tunnel is established between the FA and the HA. The CoA assigned to the Mobile Node (MN) must belong to the same subnet as the FA. 

· User data is always anchored at the HA in the downstream. If ingress filtering is applied, also upstream data must be anchored at the HA. This implies inefficient routing.

· FA CoA:

· Tunnel is avoided for OTA transmission 

· Fewer IP addresses needed, since all terminals attached to a given FA share the same CoA

· FA functionality means extra complexity in the network

· (Upstream) Routing in the visited network based on HoA needs to be supported

· Collocated CoA:

· Overhead due to tunnelling of OTA transmission

· More number of IP addresses are consumed due to the unique CoA per terminal

· FA functionality not required, less complexity

3.4 
MIPv6 (RFC 3775 [3])

MIPv6 shares many features with MIPv4 but can take advantage of many opportunities provided by IPv6. Only collocated CoA is supported. Foreign agents are not required.
· Closely integrated in IPv6.

· Support for route optimization. Nevertheless, route optimization (RO) is rather complex and is applicable only if supported by correspondent nodes. Also, the use of RO in certain cases leads to higher handoff latency. Further, RO also has some security vulnerabilities. 

· Reduced user data overhead due to routing header compared to IPv4. However this advantage is compromised by the larger size of the IPv6 addresses

· Decoupled from any particular link layer, as it uses IPv6 Neighbor Discovery instead of ARP.
· Additional transition mechanisms required to enable inter-working with IPv4 networks.

3.5 
FMIPv6 (RFC 4068 [4])
FMIPv6 has been developed to improve the latency of handover with MIPv6. It establishes tunnels between source and target access routers (AR). 

· Currently specified by the IETF as an experimental protocol only. IETF is working on a standard track document though.

· Requires additional security associations between the MN and the AR. The IETF is working on a couple of schemes for dynamically establishing this security association without impacting handoff latency. 

· Inter-AR handoffs incur more signalling that is needed for FMIPv6. 

· Providing the target AR IP address to the MN ahead of the handoff may be non-trivial for certain technologies. 

3.6 
HMIPv6 (RFC 4140 [5])
HMIPv6 introduces support for local mobility to MIPv6. 

· Introduces a local Mobility Anchor Point (MAP) between HA and AR (BS) as local HA

· Shorter RTT for BU with MAP (intra-MAP handoffs are faster)

· BU to HA/CN is less frequent, since it is only needed upon handoff across MAPs. However, a BU is still required to the MAP upon every AR change. Hence, there is no difference in the OTA signalling. When a change in MAP occurs, more overhead is introduced due to the BUs that need to be sent to the MAP and the HA.  

· Currently specified by IETF as an experimental protocol only.

· Requires additional security associations between the MN and the MAP. IPsec could be used for this purpose as in MIPv6. Alternate proposals are under study in the IETF. 

· When used with MIPv6, it incurs an overhead of three IP headers over the air. If used without MIPv6 (i.e., no global mobility), the MN needs to undergo a change in IP address every time it associates with a different MAP. 

3.7 
Proxy MIP
A network-based mobility management approach. Two versions exist, Proxy MIPv6 [12] and Proxy MIPv4 [13].

· Introduces the mobility proxy agent (MPA), that handles Binding Update of the Care-of-Address on behalf of the mobile, thus avoiding BU messages over the air

· Still in immature state (may never end up having a life of its own outside the IETF NETLMM WG).
3.8 
DSMIPv6 [10]
MIPv6 is supported in IPv6 networks only. DSMIPv6 extends MIPv6 to allow the registration of IPv4 addresses and prefixes, and the transport of both IPv4 and IPv6 packets over the tunnel to the HA. It allows the mobile node to roam over both IPv6 and IPv4, including the case where Network Address Translation (NAT) is employed.

· Dual-stack mobile nodes only need MIPv6 for mobility management 

· Support for IPv4 NAT traversal
· Route optimization supported.
3.9 
DSMIPv4 [11]
MIPv4 allows a mobile node with an IPv4 address to maintain communications while moving in an IPv4 network.  Dual-stack MIPv4 (DSMIPv4) defines extensions that allow a mobile node that has IPv4 and IPv6 addresses to maintain communications with either any of its addresses while moving in IPv4 or dual stack networks. 
· Route optimization not supported.

3.10 
NETLMM [6]
NETLMM is a network-based localized mobility management protocol currently defined by the IETF.

· Only applicable for “local” mobility management within the boundaries of an operators administrative IP domain.  

· Less suitable for multi-homing than host-based approaches.
· Reduced OTA signalling. However the relative gain depends on deployment issues and needs to be evaluated.

· Handoff latency can be improved within the NETLMM domain, since location updates could be triggered prior to the handoff. 

· NETLMM may impose a multi-link subnet model for deployment – this places some restriction on the IP address numbering in the system. 

· IETF will need more time to finalize standardization and bring it into a mature state.
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*** Start of Modified Section ***
7.8.3.3
Comparison of different mobility management schemes
The following alternatives are currently considered for mobility between 3GPP and Non-3GPP systems:
1. MIPv4 with FA-CoA [23]

2. MIPv4 with Co-CoA [23]

3. MIPv6 [24]

4. FMIPv6 [28]
5. HMIPv6 [29]
6. NetLMM [25]

7. Proxy MIP (Note: There are two kinds of PMIP, i.e. PMIPv4 [26] and PMIPv6 [17]).
8. DSMIPv6 [27]
9. DSMIP v4 [30]
[start of section modified in S2-062070]

The main SAE requirements listed in section 5 for the evolved 3GPP Mobility Management are as follows:

Requirement 1: The Evolved 3GPP Mobility Management solution shall be able to accommodate terminals with different mobility requirements (e.g.: fixed, nomadic and mobile terminals).
Requirement 2: The Evolved 3GPP Mobility Management should allow optimized routing for user-to-user traffic (including communication towards Internet and PSTN users, e.g.: via local break-out) and in all roaming scenarios (e.g.: when both users are in a visited network).

Requirement 3: The Evolved 3GPP System shall support IPv4 and IPv6 connectivity. Interworking between IPv4 and IPv6 terminals, servers and access systems shall be possible. Mobility between access systems supporting different IP versions should be supported.
Requirement 4: The Evolved 3GPP Mobility Management should ensure seamless session continuity in mobility scenarios as much as possible (i.e. handover performance such that it is transparent to the application).
Requirement 5: The Evolved 3GPP Mobility Management shall take implementation aspects into account, e.g. impact on existing technology, deployment cost and impact on mobile battery life.
Requirement 6: The Evolved 3GPP Mobility Management shall offer protection against redirection attacks, and take IP address authorization into account.
Additional SAE requirements listed (not specific to mobility management) in section 5 that should be considered: 

Requirement 7: Transport overhead needs optimization, especially for the last mile and radio interfaces, both in terms of signalling and user data overhead.
 [end of section modified in S2-062070]

The advantages and disadvantages of different schemes are tabulated below:

	Scheme
	Advantages
	Disadvantages
	Requirements Satisfied
	Requirements Not Satisfied Natively

	MIPv4 FA-CoA
	· Mature mobility management protocol (in IETF)
· Need to allocate only one CoA for all UE
· Tunneling is avoided for over-the-air transmission

	· Handover interruption time may not meet the requirements for some types of flows, e. g., real time flows. 
· Additional signalling overhead over the air as UE needs to perform MIP binding updates both periodically as well as for every handover

· All terminal need to necessarily implement MIPv4 stack

· Inefficient routing (triangular routing)

· Core network elements need to support FA functionality
	Requirement 1 

Requirement 7
	Requirement 2 

Requirement 3

	MIPv4 Co-CoA
	· Mature mobility management protocol (in IETF)
· Lesser impact on core network terminals as FA functionality need not be implemented

· Need to allocate one CoA for each UE leading to limitation in availability of IP address


	· Handover interruption time may not meet the requirements for some types of flows, e. g., real time flows. 
· Additional overhead in the air due to tunnel between HA and UE

· Additional signalling overhead over the air as UE needs to perform MIP binding updates both periodically as well as for every handover

· All terminals that desire IASA mobility need to necessarily implement MIPv4 stack

· Inefficient routing (triangular routing)

· Tunnelling is needed for over the air transmission
	Requirement 1

	Requirement 2 

Requirement 3

Requirement 7 Note: This can be achieved based on additional mechanisms

	MIPv6
	· Mature mobility management protocol (in IETF)
· Can support route optimization (not always a strict advantage)
· Supports optimizations like FMIP and HMIP

· Less impact on core network terminals since FA functionality need not be implemented

	· Handover interruption time may not meet the requirements for some types of flows, e. g., real time flows. 

Note: Optimizations such as FMIP and HMIP can be used, to enable fast handover
· Additional overhead in the air due to tunnel between HA and UE or Home Address Option

· Additional signalling overhead over the air as UE needs to perform MIP binding updates both periodically as well as for every handover

· All terminals that desire inter access mobility need to necessarily implement MIPv6 stack
	Requirement 1 

Requirement 2
	Requirement 3

Requirement 7 Note: This can be achieved based on additional mechanisms

	FMIPv6
	·    Improves handover latency with MIPv6

	·    Requires additional security association between MN and AR
· Providing the target AR IP address to the MN ahead of the handoff may be non-trivial for certain technologies. 
	Requirement 1 

Requirement 2
	Requirement 3

	HMIPv6
	· Intra-MAP handoffs are faster
· Binding Updates to HA/CN are less frequent
	· Requires additional security associations between the MN and the MAP. IPsec could be used for this purpose as in MIPv6.
· When used with MIPv6, it incurs an overhead of three IP headers over the air. If used without MIPv6 (i.e., no global mobility), the MN needs to undergo a change in IP address every time it associates with a different MAP
	Requirement 1 

Requirement 2
	Requirement 3

	NetLMM    


	· Little mobility signaling over the air interface for inter-access mobility 

· Since mobility signaling is handled locally (only involving network entities), the HO interruption time is potentially smaller

· UE does not need to implement MIP stack
· Handoff latency can be improved within the NETLMM domain, since location updates could be triggered prior to the handoff. 
	· Impact on core network elements as they need to implement NetLMM stack 

· Cannot support IPv4 only core network in initial release
· Only applicable for “local” mobility management within the boundaries of an operators administrative IP domain  
· Less suitable for multi-homing than host-based approaches
· NETLMM may impose a multi-link subnet model for deployment – this places some restriction on the IP address numbering in the system. 
	Requirement 1

Requirement 2 

Requirement 7
	Requirement 3 

	Proxy MIP
	· Little mobility signaling over the air for inter-access mobility 

· Since mobility signaling is handled locally (only involving network entities), the HO interruption time is potentially smaller

· UE does not need to implement MIP stack
	· Impact on core network elements as they need to implement proxy mobility agent is needed

· Specification status for IPv6 unclear (solution not accepted by IETF NetLMM WG)

· Proxy agent needs to run at least as many instances of MN client as the number of UE’s.
	Requirement 1 

Requirement 2 (for PMIPv6 alone)

Requirement 7
	Requirement 3 

	DS-MIPv6
	· Supports mobility of  IPv4/IPv6 dual stack terminals in IPv4/IPv6 networks

· Supports both private and public IPv4 visited access networks

· Support for IPv4 NAT traversal
	· Cannot support IPv4 only terminal

· Handover interruption time may not meet the requirements for some types of flows, e. g., real time flows
	Requirement 1 

Requirement 2 

Requirement 3 (for IPv6 capable terminals)
	Requirement 7 Note: This can be achieved based on additional mechanisms

	DS-MIPv4
	· Supports mobility of  IPv4/IPv6 dual stack terminals in IPv4/IPv6 networks
	· Can support IPv4 only terminal

· Route optimization not supported 

· Handover interruption time may not meet the requirements for some types of flows, e. g., real time flows
	Requirement 1
Requirement 3 (for IPv6 capable terminals)
	Requirement 2
Requirement 7


Editor’s Note: The above table is not complete and more requirements and mobility management options can be added.

*** End of Modified Section ***
