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Abstract of the contribution: This contribution analyses the current 3GPP architecture and provides some justification on the reason why MME/UPE relocation is necessary in active and idle mode.

Discussion

While designing a system that needs to be future proof and meet the challenges posed by real deployment scenarios in a variety of possible use cases, all of which may or may not be foreseen at present, it is sometimes helpful to take a look at what the potential deployment scenarios are. It makes sense to also consider what could happen in particularly demanding situations, such as those implied by large-scale networks (that is networks used by many subscribers). Let’s for instance consider the following possible deployment scenario (which is oversimplified as in fact finer grain network domains may be considered for a variety of reasons).     
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The need to accurately engineer the backhaul network derives from the desire to limit the CAPEX&OPEX expenditure required to backhaul large amounts of data while providing high resiliency. Transport paths from Node B’s to optimally located MME/UPEs could be defined so that resources are available to meet the expected traffic patterns and QoS commitments in a specific area, while still not requiring allocating resources for the worst case.

To address the problem of reliability and engineering in a more tractable manner it is sometimes a common practice to divide the backhaul network into Domains. This is true not only for QoS, reliability or resources allocation engineering purposes, but also for routing purposes (for instance, the concept of OSPF areas is linked to the need to allow for scalable handling of routing information). The network domains are then linked by (redundant) links of some determined capacity based on assumptions on the traffic that needs to be exchanged between areas.

Since the MME/UPE needs to perform functions such as Paging, it is expected it will be deployed according to the same patterns as SGSNs are today.

So, MME/UPE’s are expected to be predominantly handling traffic belonging to one backhaul network domain. They can still handle traffic of users that transited from on domain to another, however, there is the constraint imposed by the total bandwidth that the 2 domains could exchange.

Sizing the link between the 2 domains to be a significant percentage of the worst case may prove not to be economical, so it would be extremely important that the Evolved system could relocate users between MME/UPEs even though they are in active state. It should be remembered that UEs are expected to be in active state for much longer than in current system and that new services such as video sharing, Mobile access to streaming content or corporate data may prove to be significantly impaired if the quality of connectivity was not acceptable throughout the duration of the session. So, forcing UEs to move to Idle and perhaps reattach may prove not to be the best way to tackle the problem. We need to be able to relocate users while they are in active state. Assuming every application deployed in the future may tolerate transition to idle is also not possible (would a video call relocation require transition to idle state? Should the system be aware of what application the user is using and then decide what to do?).

Based on this analysis alone it is possible to understand that it is reasonable to define the relocation in active mode procedure at least to enable those markets that require that to deploy the system with this capability.

Furthermore, active mode MME/UPE relocation is required also for administrative reasons, independent of whether the UE is involved in a HO procedure or not. It can be argued that, one can wait for the UE to go to Idle and for a subsequent tracking area update to perform the MME/UPE relocation.   However, this would not be sufficient for certain cases identified below.

1) Low mobility, high activity users who may not generate a tracking area update at all.  

2) Another scenario is where overlapping pool areas are used along with tracking areas that extend to these overlapping pool areas. Such a configuration is useful to avoid high tracking area update in the boundary cells of a pool area.  In this configuration, a low mobility user could sit in these overlapping areas without generating tracking area updates and being served by an MME/UPE from the old pool area.  

3) Depending on forcing users to idle gives bad service for a UE that is sitting on a tracking area border ping-ponging  between the two pool areas.

Conclusion

It is proposed to agree as a working assumption that MME/UPE relocation in active mode for delay sensitive applications and non-delay sensitive applications is a requirement for the evolved system. The following proposed change is also submitted for agreement.
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2nd Proposed change:

7.15.2.x
Alternative 2

7.15.2.x.1
Description
This solution proposes to perform inter-MME/UPE relocation in LTE_ACTIVE mode also for active communications that are delay-sensitive when the new E-Node B determines, based on local operator policy, that a new MME/UPE must be used for the session. 

-
a UE moves a significant distance from its current MME/UPE, and when

-
the active communications are delay-sensitive or non delay sensitive.

Whether inter-MME/UPE handoffs for active UEs with delay-sensitive communications are desirable remains FFS.

Proposed Solution:

Inter-MME/UPE relocation can be can be achieved through the procedure outlined here below:
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Figure 15.x.x Active mode Handover with MME/UPE Relocation
1)
The IP bearer service is established between the UE and the old MME/UPE and old eNB 

2)
The old eNB decides to initiates a handover to the new eNB including the UE context.

3)
The old eNB sends a Handover Required to the new eNB.

4)
The new eNB sets up user contexts 

5)
The new eNB sends a Handover Preparation Confirm to the old eNB. 

6)
The old eNB MME sends a Handover Command to the UE.

7)
Data loss minimised by data forwarding.

8)
The UE is detected at the new eNB.

9)
The New eNB sends a Handover Complete to the old eNB.

10) 
The New eNB chooses a new MME/UPE

11)
The new eNB sends a path switch request message to the new MME/UPE. 
12)
The new MME/UPE requests UE context from the old MME/UPE

13)     The old MME/UPE sends the UE context to the new MME/UPE.  
14)
The old MME/UPE forwards any packets received from the IASA to the new MME/UPE
15)
The new MME/UPE updates the route from the user plane mobility anchor to itself. Mobile terminated packets arrive at the new MME/UPE.SAE UPE.

16)
Confirmation from new MME/UPE of successful completion of context transfer

17)
The new MME/UPE confirms a change in the MME/UPE and allocates a new temporary identity to the UE 

18)
The IP Bearer service is now established between the UE and the new MME/UPE.

19)
The new MME/UPE derives from the permanent user identity an HSS address and registers itself as the MME/UPE serving the user at the HSS.

20)     The HSS deletes the UE context in the old MME/UPE.
21)     The HSS confirms the registration of the new MME/UPE.
It should be noted that steps from 1 to 9 are the way active Mode handover happens without relocation. This is described in figure 9.1.5 of 3GPP TR25.813 [x]. Steps from 10 to 21 are needed to support relocation due to reasons beyond those linked to relocation subsequent to active mode HO (e.g. administrative or load redistribution reasons). Many steps of these latest set of steps are in common with those used for the procedure in figure 7.7.3 so there is only minor incremental effort needed to support this overall procedure.
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