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This paper discusses the drawbacks and implications of NAT usage to gain connectivity to multiple PDNs. The listed limitations are discussed both from a  technical and a deployment perspective.
Introduction

The key issue IP connectivity with multiple PDNs was rewritten at the ad-hoc Paris meeting. The contribution [1] was approved and included in the TR. It lists some technical solutions that may be used by the UE to gain access to external PDNs. One solution listed in the TR, originally proposed in document [5], is deeply based on the usage of Network Address Translators (NATs), that have several drawbacks in most scenarios. This paper described the technical and deployment issues that we should face if a solution based on NAT will be standardized.
Discussion
In [1] different solution alternatives have been identified to allow the UE to get access to multiple external PDNs.

An alternative, originally proposed in document [5] is to assign a single IP address to the UE and use NATs to enable the interoperation with different PDNs. This solution has the advantage that user data traffic separation towards the external PDNs is performed in the network only and is therefore fully transparent to the UE. Nonetheless, relaying on NATs for providing IP connectivity to the UE has some well known drawbacks [2][3][4], that impose limitations on flexibility and increase network complexity:  
· NATs place constraints on the deployment of applications that carry IP addresses (or address derivatives) in the data stream, and they operate on the assumption that sessions are independent from each other. However, there are applications such as File Transfer Protocol (FTP) and H.323 that use one or more control sessions to set the characteristics of the follow-on sessions in their control session payload. Applications or protocols like these assume end-to-end integrity of addresses and fail when traversing a NAT. Other examples of widespread protocols that do not work with NATs include Domain Name System (DNS), Session Initiation Protocol (SIP), and Real Time Streaming Protocol (RTSP) amongst others. Therefore if NATs are extensively used for providing access to external PDNs (e.g. corporate networks), some of the applications/services running between the UE and the PDN, over which the network operator has no control, may happen to fail;
· in case an application is unable to pass cleanly through a NAT, the network operator may fix the problem implementing a dedicated Application Level Gateway (ALG) within or alongside each NAT. Unfortunately it is not possible to construct a generic ALG working with any application, which means that the operator needs to continuously update all the deployed NATs with new ALGs capable to deal with novel non NAT-friendly applications and services. This brings additional operational costs and increases network complexity. Moreover, depending on the encoding used by the application (or protocol), an ALG may be difficult construct and in some cases it may not be possible at all;
· NAT influences the performance. It is difficult to perform NAT and ALG functions at high speed, which means throughput of NAT will be the bottleneck between UE and PDNs. NAT also introduces some delay that is not negligible;
· NATs inhibit deployment of network layer end-to-end security (i.e. IPsec). The fundamental issue for IPsec is that, with both AH and ESP, the authentication check covers the TCP/UDP checksum (which in turn covers the IP address). When a NAT changes the IP address, the checksum calculation fails, and therefore authentication is guaranteed to fail as well. This problem can be solved running IPsec within another tunneling protocol capable to traverse NATs (e.g. IPsec tunneling over UDP [6]), but this leads to additional overhead on the radio interface;
· although NATs may work modestly, considering the issues described above, for allowing the UE to reach services available within the external PDN, they create serious management problems for communications that are initiated within the PDN and are terminated on the UE. In fact, supporting this kind of communications, requires a DNS ALG on each NAT, so that the DNS system of the PDN can map the FQDN of the UE to the temporary IP address allocated by the NAT. This method works if the NAT provides one-to-one address mapping (i.e. no port translation to share the same PDN address among multiple UEs), but it is another source of additional network complexity;
· peer-to-peer applications, that are becoming increasingly popular, work badly with NATs. Peer-to-peer applications rely on each peer being reachable as a server (i.e. bound to a listening port, and able to accept incoming connections) for the other to connect to and therefore suffer the presence of NATs, that prevent inbound communications unless there was a matching outbound communication first. Some implementations of NAT (e.g. basic NATs providing one-to-one address mappings) can be made to function for UDP-based peer-to-peer applications, but this capability is dependent on the methodology used to implement the UDP sessions in the NAT device and on the design of the application itself. In any case, it is clear that the usage of NATs in the network architecture might represent a potential barrier for the extensive usage of peer-to-peer applications by mobile users.
Another aspect of the NAT solution documented in the TR is the “single APN approach that supports all types of PDNs”. We believe that this statement is misleading as it seems to imply a single IP address assigned to the UE. In fact, in roaming scenarios the UE may simultaneously access services from both the HPLMN and the VPLMN, which requires at least two different IP addresses. In addition, this means that a complete NAT solution requires at least two IASAs, which is currently not captured in Figure 7.10-4. 
Proposal

Considering the issues with NATs described in the previous section, it is proposed that at least one non NAT-based solution for IP connectivity with multiple PDNs is standardized for SAE. 

It is also proposed to update Figure 7.10-4 so that it shows concurrent access to both HPLMN and VPLMN services.
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