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Introduction

The PacketCable 2.0 project is developing an architecture and associated specifications for the Cable Industry which is highly aligned with the 3GPP IMS effort. With a view to facilitating better understanding of the opportunities for alignment between the PacketCable 2.0 and 3GPP Policy Control and Charging architectures, this document attempts to provide an overview of the PacketCable 2.0 QoS architecture and how it leverages the PacketCable Multimedia network as its QoS foundation for a wide variety of services. This is not an inclusive discussion of PacketCable 2.0 QoS or PacketCable Multimedia. For a complete discussion of these two topics, the reader is referred to www.packetcable.com where complete documents can be found. 

The document also provides a high level view of the current level of alignment between the PacketCable 2.0 QoS and 3GPP PCC architectures and provides suggestions on how alignment could be improved further through harmonization of data models and requirements at the Rx reference point.   This harmonization would allow the PCC Rx reference point to be used to perform policy and charging control in IP-CANs such as cable networks as well as the other supported IP-CANs such as GPRS. Given the nature of the differences in the operation of the GPRS and cable IP-CANs at the lower levels in the architecture, alignment at the Gx, Gy and Gz reference points is not being sought at this time.

PacketCable 2.0 QoS requirements

The following is a list of requirements that are considered essential for developing a general-purpose QoS architecture to satisfy the services envisioned for PacketCable 2.0:

· The QoS architecture must support service flow creation via network initiated policy push without reliance on client initiated policy pull.
· All information required to fully define QoS service flows must be provided via the QoS interface between the P-CSCF and the Multimedia network.
· As the network element which interfaces with the PacketCable Multimedia access network, the QoS Application Manager must receive sufficient information from the core network (P-CSCF) regarding each flow which makes up a session such that it can:
· Construct an appropriate packet classifier (traffic filter) accommodating NAT traversal mechanisms
· Construct a flow specification or alternative traffic profile which reflects the Least Upper Bound of the resource requirements of any alternative codec which may be permitted for the flow
· Determine the type of media such that it can select an appropriate DSCP
· The interface between the P-CSCF and the QoS Application Manager must provide sufficient information about the session such that the AM can:
· Construct a suitable correlation identifier for accounting records
· Identify the subscriber for the purposes of accessing subscriber profile data
· Recognize if the session must be given higher priority (e.g. an emergency call)
· The interface should allow for separate reservation and commitment of resources.

PacketCable 2.0 QoS architecture

The following figure represents the current PacketCable 2.0 QoS architecture.
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Figure 1 - PacketCable 2.0 QoS Reference Points

Interfaces pkt-mm-1 through pkt-mm-3 corresponds to generic PacketCable Multimedia. PacketCable 2.0 introduces a new QoS interface pkt2-qos-1. Table 1 describes these interfaces briefly 
Table 1 - PacketCable 2.0 QoS Reference Point Descriptions

	Interface
	Description
	Notes

	pkt-mm-1
	Cable Modem Termination System – Cable Modem
	CMTS instructs the CM to setup, teardown or change a DOCSIS service flow in order to satisfy a QoS request via DSX signaling.

	pkt-mm-2
	PS – CMTS
	This interface is fundamental to the policy-management framework. It controls policy decisions, which are pushed by the Policy Server (PS) onto the CMTS and is defined by PKT-SP-MM-I03-051221.

The interface also allows for proxy QoS requests on behalf of a UE.

In some scenarios, this interface is also used to inform the PS when QoS resources have become inactive.

	pkt-mm-3
	AM-PS
	This interface allows the Application Manager (AM) to request that the PS install a policy decision on the CMTS on behalf of the UE and is defined by PKT-SP-MM-I03-051221.

This interface may also be used to inform the AM of changes in the status of QoS resources.

	Gm
	UE -P-CSCF
	Allows the UE to communicate with the P-CSCF for registration and session control. This reference point is SIP-based. 

	pkt2-qos-1
	P-CSCF- AM
	This SOAP/XML based interface between the P-CSCF and Application Manager converts incoming SOAP/XML messages into suitable messages for pkt-mm-3 interface and is defined by PKT-SP-AM2.0-D01-060206. 


Example Call Flow

The figure below illustrates an example call flow for a successful On-Net call origination and is provided to demonstrate the operation of the interfaces provided by the PacketCable 2.0 architecture.  In the PacketCable 2.0 QoS architecture, the AM is responsible for requesting the necessary QoS resources for a given session based on the information received from the P-CSCF.  In the example below, the P-CSCF initiates the QoS process when it receives a SIP message with an SDP Offer (usually an INVITE).  The P-CSCF passes the SDP offer to the AM via the defined QoS interface.  The AM is then able to translate the preliminary session needs into PacketCable Multimedia requests.  This usually results in multiple PacketCable Multimedia Gates being created (e.g. a standard audio call would have one upstream gate and one downstream gate).

The AM generated PacketCable Multimedia request is then passed to the Policy Server for policy checks.  The Policy Server ensures the request satisfies network based policies (e.g. the amount of resources being requested is within limits).  Once these requests pass the Policy Server checks, they are passed on to the CMTS for action.

Upon receipt of the resource request, the CMTS is responsible for performing admission control and resource allocation.  This process determines whether the CMTS has adequate resources to honor the request.  Once the request has successfully passed admission control and resource allocation, the CMTS installs the necessary flows and notifies the Cable Modem serving the UE accordingly.  Given that at this stage in the call the resources are only reserved, they are not actually available for use.  Rather, they have been allocated by the CMTS and can no longer be allocated to other scheduled services.  Once the CM has been successfully notified of the resource allocation, the CMTS returns a gate identifier to the Policy Server, which then passes it back to the requesting AM.

Once the P-CSCF receives the SDP answer, it has enough information about the remote party to commit the resources for the session.  It does this by passing the SDP answer to the AM.  The AM then (in conjunction with the SDP offer) translates this into a new PacketCable Multimedia request which updates the previously reserved resources.  As long as the updated request is equal to or less then the reserved resources.

Once the resources are committed, the session can begin using the established flows and received the desired QoS.
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Figure 2 Example On-Net Successful Call

PacketCable Multimedia Overview

As the PacketCable Multimedia access network provides the QoS foundation for the PacketCable 2.0 architecture, it is worthwhile to provide a brief overview of its organization and operation. The PacketCable Multimedia initiative defines an IP-based platform for delivering QoS-enhanced multimedia services over DOCSIS® 1.1 (or greater, for the remainder of this document references to DOCSIS assume DOCSIS 1.1 or greater) access networks.  This platform expands on the core capabilities of PacketCable 1.5 (e.g., QoS authorization and admission control, event messages for billing and other back-office functions, and security) to support a wide range of IP-based services beyond telephony.  The PacketCable Multimedia architecture offers a general-purpose platform for cable operators to deliver a variety of IP-based multimedia services that require QoS treatment.  For this reason, specific services are not defined or addressed in this report.
The PacketCable Multimedia architecture allows an Application Manager to make requests of the access network, in the form of the Policy Server and CMTS, for the creation of a new IP bearer to support a media flow. Subject to the application of appropriate policy checks in the policy server and admission control at the CMTS, a new DOCSIS service flow is created between the CMTS and the Cable Modem to carry the flow. Note that this operation is completed based on information provided by the application manager without any direct involvement by the UE. It is also important to note that DOCSIS service flows are uni-directional, meaning that for a 2-way media flow a separate request is necessary from the Application Manager to establish DOCSIS Service Flows for the upstream and downstream direction.

Functional Alignment of PacketCable 2.0 and PCC

It is worthwhile to examine how closely the PacketCable 2.0 and IMS Release 7 PCC architectures are aligned already. The following figure illustrates the mapping of analogous functions between the IMS Release 7 PCC and PacketCable 2.0 QoS architectures.
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Figure 2 – Mapping of Analogous Functions between  PacketCable 2.0 and PCC 

As can be seen in the figure above, the functional elements of the PacketCable 2.0 QoS architecture shown on the right can easily be mapped to corresponding functionality in the PCC Architecture shown on the left. Elements of the two architectures which provide analogous functionality are grouped within a surrounding box for clarity. Note that the Application function is represented by the P-CSCF in both cases. The Policy Control and Charging Function is split in PacketCable 2.0 between the Application Manager and the Policy Server. The Gateway function is performed by the Cable Modem Termination System (CMTS). An offline charging function is performed by the Record Keeping Server with input from the Policy Server and the Cable Modem Termination System.

As the above comparison shows, there is already a good deal of alignment on a functional level between the PacketCable 2.0 QoS and the 3GPP PCC architectures. Given that both architectures involve the transfer of session information from the P-CSCF to a Policy Control and Charging Function, it would seem that with some harmonization of requirements, it should be possible to arrive at a definition of the Rx reference point such that it could be used to perform policy and charging control for IP-CAN networks such as the cable network as well as the well defined GPRS IP-CAN. 

The vast majority of the requirements that have been identified for the pkt2-qos-1 reference point in PacketCable 2.0 are in good agreement with those already identified for the Rx reference point in TS 23.203. The area where differences exist are related to the fact that PacketCable 2.0 uses a Policy Push model where IP bearers are established based on information provide by the Application Function without any requirement for UE involvement. This requires the session information provided by the Application Function to the Policy and Charging Rules Function to contain some additional information. 

The additional information would likely include the following:

· An indication of session priority for example to provide higher priority for emergency sessions,

· Media format information to allow for the construction of an appropriate traffic profile,

· NAT traversal information to construct appropriate traffic filters in the presence of NAT

We understand that as the PCC requirements are refined in TS 23.203, there is a desire to present high level requirements that are independent of any particular IP-CAN, in the main body of the document and to capture detailed requirements for a particular IP-CAN in an appendix specific to that IP-CAN. In our review of the document, we noticed some requirements which seem to reflect a bias toward GPRS IP-CAN. For example, the statement “The UE dictates what IP-CAN bearer shall be used for uplink IP flows. The PCRF shall however assume that for bi-directional  service data flows, both downlink and uplink packets travel on the same IP-CAN bearer.” from section 6.1.1 of TS 23.203 V0.3.1 implies that bearers are bidirectional and that the UE maps upstream traffic to bearers. While such a statement is undoubtedly true for the GPRS IP-CAN, it is not accurate for cable. In the cable IP-CAN, all bearers are unidirectional and the UE is not involved in selecting a bearer for upstream traffic.  Statements such as these could be made more IP-CAN agnostic by including addition qualifiers in the statement or alternatively, such IP-CAN specific requirements could be moved to the IP-CAN specific annex.

Contribution Plan

Given our analysis of the PCC stage 2 documents, CableLabs feels the following initial contributions are in order:

1. A contribution for discussion outlining PacketCable 2.0s QoS architecture and associated requirements (this document)

2. A contribution for approval adding PacketCable 2.0 QoS requirements to the main body of 23.203

3. A contribution for approval adding PacketCable 2.0 IP-CAN ANNEX to 23.203
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