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1. Introduction

In case of Pool area configuration, it shall be possible to remove some load of one of the CN nodes and to redistribute it towards other CN nodes of the same pool area. This could be used for the following cases:

· In case of CN node maintenance, i.e. before the CN node is restarted

· in case of CN node overload which can then be downgrades with load forwarded to other CN nodes of the same pool area, without overloading another CN node.

Different proposals have been presented at last SA2#45 meeting and during SA2 conference calls.

It is suggested to splits each solution currently discussed into different studies so that decision on each study could be done independently.

The different studies are:

· What is the information triggering RAN to routes the UE message to a new CN node. In this study, we also need to check the impact of presence of Gs interface.
· How the new SGSN determines the old SGSN address in order to retrieve MM and PMM UE contexts. There may be multiple solutions, depending on solution selected for the above study.
· Where is located the load balancing algorithm: the network node which selects the new CN node which will attach the UE. This study is completely independent from the two other above studies.
The current document details the third subject: where is located the load balancing algorithm. For comparison of the different solutions, the following criteria have been selected as pertinent to show interest in a load balancing method:
· Efficiency
· Re-use of existing load balancing principles/codes (Iu Flexibility)
· How dynamic is the solution
· How it works in a multi-vendor environment
· How it is possible to enhanced the solution not only to relocate UE based on CN node restart but also based on CN load variation
· If it allow a CN node of the pool area has to be restarted
· If it allows the load to be re-balanced when a new CN node is introduced in the pool area
2. Discussion on location of load balancing algorithm
There are two entities which can decide load balancing, i.e. deciding which new CN node should attach the UE:

· The RAN: RAN selects the target CN nodes based on current Iu-Flexibility load balancing procedures
· The old CN node: old CN node selects the target CN nodes based on new load balancing procedures in the CN.
	
	Sol 1: RAN selects the new CN node
	Sol 2: old CN selects the new CN node

	Efficiency
	Better it allows to use solution 1 of the previous section (RAN routes first UE message) 
	Less

	Re-use of existing load balancing principles
	Yes (re-use of RAN existing Iu Flexibility feature)
	No: CN node have to develop similar load balancing procedures as the ones already existing in RAN for Iu Flexibility

	How dynamic is the solution
	Yes as the RAN knows overload status of each CN node and knows to which node it has already attached some UEs
	No: CN node ignores other CN nodes overload status.

	Possible enhanced load balancing
	Possible in a multi-vendor environment via improvement of existing messages over the existing Iu interface to allow the RAN to obtain load status of each CN and not only overload status.
	New interfaces between CN nodes with new overload and new load messages have to be defined and standardized for a multi-vendor environment.

	Support load re-balancing when adding an additional CN node
	Yes: the new CN node has to be known by the shared RAN node in order to be taken into account for re-balancing, but this configuration has already to be done for Iu-Flexibility need.
	Possible with enhancement: the new CN node has to be known by all other CN nodes to be taken into account for re-balancing.

	Impact of Gs interface
	none
	none


3 Conclusion
In order to re-use the existing Iu Flexibility load balancing process of RAN, to avoid any new load balancing process in the CN (configuration or new load messages exchanged between CN nodes), to allow work in a multi-vendor environment, we propose that RAN selects the target CN node based on existing Iu Flexibility procedures. Enhancement of such procedures can be studied later.
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