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1. Discussion

The feedback based method will use CAC in the receiving end; for that reason and also because bidirectional traffic can take different paths for the different directions, the current provided text doesn’t fully conform to reality.

2.  Proposal

6.1.3.2.2
Provision of feedback on resource situation

This feedback procedure is run continuously and it is done independently of any particular session. That is, packets from any session can be used to carry information on the resource situation.
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Figure 6.1.3.2.2.1: Provision of feedback on resource situation

1)
An IP packet is sent from the source application. The packet is DiffServ marked for guaranteed QoS, e.g. with Expedited Forwarding (EF). 
The packet is received by an edge router. The edge router is configured with a policing function that  remarks packets - that are out of a preconfigured traffic profile (token bucket rate and size) for a corresponding flow aggregate - to provide indication of potential resource limitation to the Media function. The traffic profile can be set according to an engineered bandwidth limitation based SLAs or a capacity limitation of  specific links. Indication is generated before actual congestion is reached. Out-of-profile packets are marked to a second DSCP (denoted in this example as EF’) that is associated with EF.
The traffic profile of this policing function should be lower than the bandwidth agreed in the SLA or bandwidth available for EF traffic on links. The difference between the two profiles provides an interval where feedback on resource limitation is already sent but actual resource limitation is not reached, which allows Media function nodes to interpret the feedback and block new calls before reaching congestion.
The remarked packet is forwarded to next node.

2)
The packet is received by the edge router of the next domain (new DiffServ domain and new backbone operator).
The next operator may have a different DiffServ mapping scheme, so remarking EF’ packets to another DSCP may be necessary (packets are still denoted by EF’ in the figure). Same policing function as described in 1. could be executed by this edge router too. That is, if congestion is experience by this edge router then EF packets could be remarked to EF’ in this node too. 
The packet is forwarded towards the destination.

3)
A core router receives the packet. 
It forwards the packet towards its destination using the scheduling queue indicated by the DSCP in the packet. The DiffServ scheduler in routers are configured to use the same queue for packets marked with the original DSCP (EF) and with the DSCP indicated resource limitation (EF’). These routers may implement policers to remark packet so as edge routers. However, configuring policing function is not necessary in core nodes if resource provisioning is solved within the domain with another method than feedback based admission control (e.g. traffic engineered tunnels, overprovisioning).

4)
The packet is received by an egress edge router. Procedures are the same as in step 1.

5)
The packet is received by an ingress edge router. Procedures are the same as in step 2.

6)
The remarked packet is received by the media function holding a Call Admission Control function. The amount of remarked packets (EF’) is counted in this node to provide the basis of call admission decisions for new flows. Amount of remarked packets is counted separately for flow aggregates, which are defined by source IP address ranges. 
Note that the size of the aggregates should be selected such that IP addresses belonging to different routes within the inter-domain backbone IP network should belong to different aggregates.  On the other hand, the size of aggregates should preferably be large enough to ensure that new calls belong to aggregates where ongoing calls provide feedback for admission control decision.
Configuration of aggregates could be made easier by using automatic aggregate creation based on a default prefix value (or a set of default prefix values for different IP address ranges). The automatic operation would mean that whenever a packet is received with source IP address that do not belong to any aggregate for which remarking measurement is ongoing, then a new aggregate is created with the size of the default prefix value.

7)
The packet is marked back to the original EF class and forwarded towards its destination. 
Note that additional IP routers, DiffServ domains and Media functions may reside between the given Media function and the destination.


Notes:

-
The provision of feedback on resource situation as described in figure 6.1.3.2.2.1 and in the text above, is done bi-directional. The figure only shows one direction, The call admission control is done in the destination or receiving ends of each uni-directional path. 
-
A domain that does not support DiffServ or does not support marking for providing feedback information should convey DSCP information without any modification.

-
A domain that applies tunnelling techniques (MPLS or IP tunnel) and does not support marking for providing feedback information should use the DiffServ marking of the inner header when the header of the tunnel is removed.

-
A domain that applies tunnelling techniques (MPLS or IP tunnel) and does support marking for providing feedback -information to Media functions should set the outer header at the entry of the tunnel based on the DS field of the IP packet (i.e. in MPLS, EF of EF’ should be mapped to different EXP codepoint (Experimental field of MPLS header); and in IP, EF or EF’ should be written to DS field of outer header) and map the outer header to the DS field of the IP packet at the end of the tunnel.
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