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1. Introduction

In case of Pool area configuration, it shall be possible to remove some load of one of the CN nodes and to redistribute it towards other CN nodes of the same pool area, for example for maintenance reasons or in case of CN node overload which needs to be downgrades.

Some requirements have been expressed in S2-050212: "there are situations where a network operator wishes to remove load from one CN node in an orderly manner (e.g. to perform scheduled maintenance, or in case of overload) with minimal impact to customers and/or load on other entities.”

The requirement is therefore understood as a smooth offloading of the node, with minimal impact to the service.

At SA2#45 meeting, three contributions have been presented:
- S2-050677 RAN centric based solution (Alcatel/Nortel)
- S2-050715 CN centric based solution (Ericsson)
- S2-050643 Comparison between RAN centirc and CN centric solutions (Lucent)

This paper is intended to
- clearly define the basic principles of RAN loadsharing-centric and CN loadsharing-centric approaches
- provide the corresponding mechanisms
- provide some clear and simple pros and cons, based on these principles

2. Definitions of RAN centric vs CN centric: loadsharing/trigger

It is very important to clarify what mean RAN centric and CN centric approaches because there have been some misunderstanding during the discussions in SA2#45 meeting. The entity where the loadsharing algorithms are located must not be confused with the entity that triggers the mechanism.
We should therefore distinguish entities 
- that performs loadsharing between CN nodes: RAN loadsharing-centric versus CN loadsharing centric
- from entities that triggers the move of the UEs: RAN trigger-centric versus CN trigger-centric
RAN loadsharing-centric solution means that the RAN is responsible for deciding which CN node a mobile user should be redirected to. CN loadsharing-centric solution means that it is the source CN node. In other words RAN centric means the loadsharing algorithms are performed by RAN, CN loadsharing-centric means they are performed by CN.

On these basis, the main differences between CN loadsharing-centric and RAN load-sharing centric solutions can be clearly stated:
- in a RAN centric solution, the CN nodes don’t know the load of the other CN nodes in the pool area, whereas in a CN centric solution, the source CN node must know the load of each other CN node in the pool area.

The global solution can be e.g. a mix of RAN loadsharing-centric and CN trigger-centric mechanisms.

2.1 Comparison of RAN loadsharing-centric and CN loadsharing-centric approaches

Compatibility with Iu Flex load distribution specified in TS 23.236

According to section 4.4 and 4.5 of TS 23.236, “the NAS Node Selection Function in the RAN node balances the load between the available CN nodes”. Moreover, “If no CN node address is configured for the derived NRI or if no NRI can be derived (e.g. the MS indicated an identity which contains no NRI) then the NAS Node Selection Function selects an available CN node (e.g. according to load balancing) and routes the message or LLC frame to the selected CN node.” It is also specified that “the NAS Node Selection Function in the RAN node selects an available SGSN (e.g. according to load balancing) when it receives an Attach Request containing the IMSI parameter.” 

RAN load-sharing centric solutions make use of existing Iu/A/Gb Flex NAS Node Selection defined in TS 23.236. There is one single decision point. 

In CN load-sharing centric solutions, the load distribution in a CN node will run in parallel with NAS Node Selection in RAN, and this may be lead to some contradictory decisions. 

Load-balancing synchronisation

In a CN load-sharing centric solution, the source CN node must know the load of each other CN node in the pool area in real time. This implies:

· To standardize mechanisms between CN nodes to exchange their load;

· To precisely define what is the load of a CN Node: processing power, signalling capacity, user plane capacity, etc. This does not seem to be obvious.

· Moreover, as stated in contribution S2-050715 in case of Gs interface, a new mechanism is required: “the Source MSC has full control of which subscribers should be moved or not. The Source MSC informs the SGSN of subscribers that should be moved indicating the Target MSC”.

In a RAN load-sharing centric solution, there is no need to exchange any load between the different RNCs. The existing Iu Flex load sharing mechanisms can be reused: a given RNC will just try to homogeneise the load between all its CN nodes. In case of Gs interface, no need for the source MSC to inform the target SGSN on the chosen target MSC.  

O&M coordination

In CN load-sharing centric solutions, it is required to configure the CN nodes with a specific NRI range for each CN node. Moreover, S2-050715 states that the RAN must also be configured not to route any traffic to Source MSC any more after a certain time. 

In RAN load-sharing centric solutions, it is proposed to minimize the impacts on O&M: no specific NRI range to configure in the CN nodes.

Multi-vendor interoperability

In CN load-sharing centric solutions, the load must be exchanged between CN nodes, but this does not preclude a CN node from one vendor to have a different algorithm than another CN node. Multi-vendor interoperability has to be clearly studied. 

In RAN load-sharing centric solutions, the RNCs are independent from each other, as per NAS Node Selection Function. 

Development and Standardization effort

CN load-sharing centric solutions require to define and treat additional messages:
- to exchange their load between themselves,
- to precisely define how the load is computed from, what are the load parameters exchanged between nodes,
- to introduce a new mechanism in order that the Source MSC informs the SGSN of subscribers that should be moved indicating the Target MSC, as stated in S2-050715.

RAN load-sharing centric solutions do not require any additional message, it just requires to modify the existing NAS Node Selection Function in the UTRAN/GERAN to introduce internal triggers: a trigger from the Connection Request/Channel Request RRC/RR messages establishment cause, and a trigger from the allocated P-TMSI.

2.2 Proposed way forward for RAN load-sharing centric solutions

Several mechanisms can be used. 

Mechanism 1: Redistribution of mobiles via Establishment cause 

As stated in S2-050677, this can be done via the Establishment Cause in 3G RRC Connection Request (2G RR Channel Request) message that allows the UTRAN (BSS) to differentiate registration requests from MO/MT call requests and other NAS requests. 

The RAN can then send Registration Requests to a new MSC/SGSN while MO/MT calls and responses to Paging for MT calls can be sent to the old MSC/SGSN to be established normally. The RNC can determine the target MSC/SGSN for the Registration Request re-using existing Iu-Flexibility load-sharing procedures. 

Mechanism 1 is:
- RAN loadsharing-centric and RAN trigger-centric
- applicable for 3G UEs in idle mode for CS and PS domains
- applicable for 2G MS in any mode for CS domain only

Mechanism 2: Redistribution of connected mode 3G UEs 

The UTRAN can re-distribute the Release 5 mobiles in Connected Mode through the use of the establishment cause IE in the INITIAL-DIRECT TRANSFER RRC message. But the Pre-Release 5 UEs cannot use this INITIAL-DIRECT TRANSFER RRC message. 

For these UEs, it is proposed in S2-050677 that the UTRAN move them to IDLE mode in order to fallback to previous IDLE mode case where re-distribution is performed:

· CS calls have a short duration compared to transient phase prior to CN node restart so that UE engaged in CS call only should go to IDLE mode on their own. No specific mechanism is required.

· PS call (nRT and RT) are also limited in duration so that UE is moved to IDLE mode after a certain time:
· In case of nRT call, the user inactivity can be detected in the RNC after a reasonable time, compared to the time allowed for the transient phase prior to restart. When the user inactivity is detected, the UE is forced to the IDLE mode via a RAB Release Request initiated by the RNC, followed by an Iu Release Command from the SGSN: this triggers a RRC Release towards the UE.

· In case of RT call, it is expected that user application will remove the bearer in case of user inactivity after a reasonable time allowed for the transient phase prior to restart.

Mechanism 2 is:
- RAN loadsharing-centric and RAN trigger-centric
- Applicable for 3G UEs in connected mode for PS domains

Mechanism 3: Redistribution of mobiles via TMSI (PTMSI) reallocation (Dummy NRI and specific LAI/RAC)

The trigger is the CN, but the loadsharing decision, i.e. the selection of the target CN node, is performed in the RAN. 

The proposed principle is to reserve one “dummy NRI” value (one per CN node). This single value would not geopardize the NRI range already used. 

As proposed by Vodafone at April 19 conference call, an extra LAI to each MSC and an extra RAI to each SGSN are reserved; these LAI/RAIs are never broadcast to the mobiles on the radio control channels. 

When load needs to be removed from an MSC (SGSN), that MSC (SGSN) sends an LA (RA) UPDATE ACCEPT message containing a TMSI (PTMSI) with the “dummy NRI” value and the non-broadcast LAI (RAI) that identifies the old serving MSC (SGSN). 

The mobile accepts the LA (RA) UPDATE ACCEPT message, and stores the new LAI (RAI) and TMSI (PTMSI). The mobile then compares the stored LAI(RAI) with the broadcast one, determines that they are different and initiates a new LA (RA) UPDATE REQUEST as per TS 24.008.

When the RAN receives the LA(RA) UPDATE REQUEST from the mobile with the dummy NRI, it recognizes that a redirection must be performed to one of the other MSC/SGSNs in the pool area. The redirection is performed by the RAN on its own load balancing algorithms.

The new MSC/SGSN will allocate a new TMSI (PTMSI) value for this UE at LA (RA) UPDATE ACCEPT message. 
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Figure 1: UE move procedure in CS domain

In the PS domain, the allocated LAI/RAC will allow a new SGSN to retrieve the old SGSN node at next inter-SGSN RA Update, as proposed by Vodafone at last April 19 conference call.

When the RAN receives the new RA UPDATE REQUEST from the mobile with the dummy NRI, it recognizes that a redirection must be performed to one of the other SGSNs in the pool area. The redirection is performed by the RAN on its own load balancing algorithms.

The new SGSN is able to route the RA UPDATE REQUEST to the old SGSN thanks to the specific LAI/RAC. And the PDP Context can be retrieved from the P-TMSI part outside the NRI. 

The new SGSN will allocate a new P-TMSI value for this UE at RA UPDATE ACCEPT message. 
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Figure 3: Context move procedure in PS domain
Mechanism 3 is:
- RAN loadsharing-centric and CN trigger-centric
- applicable for 2G MS in CS and PS domain
- applicable for 3G UEs in CS and PS domain


2.3 Proposal
It is proposed to adopt RAN load-sharing centric mechanism 3 that can be used for 2G and 3G, CS and PS domains.

2.4 Gs interface impact (RAN or CN load-sharing centric solutions)

It is proposed to adopt the solution proposed in S2-050677.

In a network without Gs interface, removal of some load in  one CN domain node will be done independently of the another CN domain node.

In a network with Gs interface:

· Removal of some load on the SGSN node will be handled as without Gs interface,

· Removal of some load on the MSC/VLR node will be handled by the SGSN which will move UEs to a new MSC/VLR smoothly during combined RA/LA Update procedure:

· According to TS 23.236 
“The SGSN has to select an MSC at the Gs interface for the combined procedures if multiple MSCs are configured for the relevant LAI.” 
· When a SGSN has a Gs association with a Source MSC for which some load has to be removed, it will be needed to remove the Gs interface to this MSC via e.g. O&M. 

· At reception of the combined RA/LA update procedure, the SGSN, who knows that this TMSI is for the MSC in shutting down process, will forward the location update request (LAI) to one of the remaining MSCs that correspond to that LAI. 
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Figure 3: Move to a new MSC in case of source MSC removal
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The UE detects the returned LAI is different from broadcast LAI. It initiates an LAU request
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