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1. Introduction

In order to encourage migration to a PCC architecture, the PCC architecture should show how it can provide control and authorisation of bearers.

2. Discussion

As already discussed in annex D of 23.125, FBC provides some functions for control and authorisation of bearers. It is proposed that these functions are also available in the PCC architecture, and also that enhancements to those functions are included here to be made available to the operator if they wish to have stronger control of the bearers. Note that the solution proposed here is based on the service data flow concept rather than the PDP context/bearer concept, allowing for greater flexibility than the rel5 solution.

The proposed text includes that PCC can allow for:

1. Allowing a service flow on one particular QoS only

2. Control of whether PDP contexts can be established or not,

3. Controlling the global bandwidth of a user for the authorised applications, and subsequently modifying each PDP context bandwidth.

4. Controlling that the right type of bearer exists for the service, and modifying it if necessary.

To allow for this functionality, the PCCN needs to provide bandwidth and QoS type indications to the GW.

3. Proposal

It is proposed to amend TR 23.803 as shown below.

4.1
Functional requirements

4.1.1
Overall functional requirements

The migration to a PCC architecture should be simple. The migration may be from any possible combination of implementations e.g. policy control only architecture towards a PCC architecture or independent SBLP and FBC architectures towards a PCC architecture.

4.1.2
SBLP related functional requirements

Gating control: The process of blocking or allowing packets, belonging to a service data flow, to pass through to the desired endpoint. It shall be possible to apply gating control to control sessions that may otherwise be prohibited by operator policy and irrespective of the charging applied. An example of this is the opening and closing of specific connections for peer-to-peer sessions.

Session events: The notification of and reaction to application events (such as session termination and modification) to trigger new behaviour in the user plane. To enable gating control, session events shall be supported. For example, session termination, in gating control, may trigger the blocking of packets or "closing the gate".

Charging correlation: Charging correlation, between application level and bearer level, shall be supported. Although the use of charging identifiers should be avoided.

Control and authorisation of bearers: the ability for the network to control whether a bearer of a certain type (e.g., PDP context with certain QoS characteristics) is established, and the ability for the network to control the bandwidth usage once the bearer has been established and the traffic has been allowed to flow.
4.2
Architectural concepts 

4.2.0
General

The SBLP and FBC architectures each provide a set of data flow filters, and associated rules / instructions to the Gateway (e.g. to the GGSN). The Gateway then uses these filters to perform policy control and flow-based charging functions, respectively. To optimize the handling of IP packet filters in the Gateway, it shall be possible for the PCC architecture to provide a single set of filters to the Gateway that would be used both for policy control and flow-based charging.

The SBLP and FBC architectures each provide an interface for Application Functions so that AFs can provide service related information that serve as input for policy control and flow based charging, respectively. To optimize the handling of service related information in the network, it shall be possible to use a single interface for AFs to provide this information.

For policy control over Go the binding mechanism, as specified in 23.207, uses an Authorization Token and one, or more Flow Identifiers. An important role for the token is to provide address information to the GGSN for finding the PDF that issued the token, thus being the node to contact for seeking authorization for the flows described by the Flow Identifiers. The Flow Based Charging architecture ensures that both the TPF and an AF, which requires information being provided to the CRF for the user session, contacts the same CRF. For Flow Based Charging, the TPF contacts the CRF based on the network connected to (i.e. APN) and the AF contacts the CRF based on the end user (IP) address as experienced at the AF.
The PCC shall re-use of the AF -> CRF addressing mechanism of Flow Based Charging for AF -> PCCN addressing. As the Flow Based Charging solves the problem of TPF finding the same CRF as the AF contacts, the GW shall use the same addressing mechanism as the TPF uses finding the CRF in Flow Based Charging Rel-6.
During bearer (PDP context) establishment, the PCCN receives the QoS from the GW and the bearer (PDP context) establishment can be rejected if the QoS is not suitable.
The PCCN can apply gating on the flows for those bearers (PDP contexts) which have been established, i.e. it can decide depending on the user and the QoS, which flows are allowed or not. The charging and policy rules sent by the PCCN will only be applied on the bearers (PDP context(s)) with suitable QoS.
Since the rel7 architecture should allow for multiple services on the same bearer, as per the rel6 enhancement to rel5, then information at the PCCN needs to be used to make judgements about the overall bearer setup that a user has against the ser of authorised applications.
Here is an example in GPRS. A user has two PDP contexts: one streaming, and one background. The PCCN knows that the streaming PDP context has a guaranteed bit rate of 500 kbps, and the background PDP context has a maximum bit rate of 300 kbps. These have already been authorised by the HLR. Authorised applications known at the PCCN are:

- web browsing at 200kbps (e.g. this is the default for all users on this APN, configured at the PCCN), and
- streaming service to server A at 200 kbps (e.g. this is determined to be the case for this particular user, as configured at the PCCN), and

- streaming service to server B at 100 kbps (e.g. this is a server restriction indicated by the streaming server to the PCCN).

The PCCN sends a bandwidth indication to the GGSN of 200 kbps with the charging/gating rule for streaming server A and a bandwidth indication of 100 kbps with the charging/gating rule for streaming server B. The GGSN meters the service data flows to streaming servers B against the 100 kbps value and to streaming server A against the 200 kbps value.
Note: based on its own logic, the PCCN may allocate some, none or all of the streaming flows to the streaming Class PDP context.

The PCCN sends a bandwidth indication to the GGSN of 200 kbps along with the charging rule associated with HTTP traffic. The GGSN meters HTTP service data flows against the 200 kbps value.

If the metering reports values above the authorised amount of traffic, the GGSN can modify the PDP context bandwidth. In order to do this, either an algorithm would need to be defined at the GGSN to determine which PDP contexts are modified depending on the reported excess, or the GGSN would need to report the excess to the PCCN so that it makes a decision and send back the result to get the GGSN to make the modification.

This functionality is activated by the PCCN providing bandwidth indications to the GW.

Further, once the PCCN has associated bearers with services, it can:


Associate bearer(s) with charging and policy rules, which can result in only particular service data flows being allowed on particular bearers,


Send a QoS class indication to the GW, which can be used by the GW to modify existing bearers if necessary.

For example, the PCCN has associated a PTT service with an established interactive PDP context. The PCCN sends, along with the bandwidth and charging rule, a QoS class indication C (interactive traffic class with THP 1) to the GGSN for the interactive PDP context, which can modify the THP if needed.

This QoS class indication can also be used by the GW to help making judgments on the overall bearer setup a user has and take the appropriate actions, e.g. by modifying the streaming PDP context when metering against the charging rules associated with that OoS class reports excessive traffic. This makes the GGSN algorithm for bandwidth management much simpler: in the example above, excess of traffic to streaming server A or B, results in a modification of the bitrate for the streaming PDP context.
