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Introduction
There has been on-going debate within SA 2 and RAN 2 on the issues of Iu flex and enhancements to Access Class Barring functionality.

Another contribution to this meeting (S2-050212) is a CR to the Iu-flex specification (TS 23.236, CR 016) that corrects the load re-distribution capability of RAN nodes used in pooling situations. When such capability is used, it ought to be possible to re-distribute load between CN nodes such that all of them arrive in an overload situation at the same time. When this happens “classical” access class barring can be used satisfactorily. 

The proposed load re-distribution functionality described in this CR to 23.236 can also be used to smoothly switch load on to a re-starting CN node – provided that the NRIs are set up to route all traffic off that node prior to restarting it.

Proposal

It is proposed that the following changes are made to section 6.1.3 of the ACBOP TR. (The other sections are attached “for information”.)

______________________________________________________________________________________________

4.11
Intra-domain connection of Radio Access Network (RAN) nodes to multiple Core Network (CN) nodes (Iu Flex)
Enhancements to Access Class barring need to take into account this functionality. Overload within one CN node could lead to (manual) adjustment of the BSC/RNC routing tables, however, great care is needed when doing this to ensure that this does not overload other CN nodes and cause multiple node failures.

When the CN nodes are optimally (heavily) loaded, failure of one CN node will prevent its load being moved onto other CN nodes. When the node that failed is brought back into service, its load needs to be restored gradually. This implies that the access class barring should be made applicable only to the mobiles registered on the recovering node.

Iu flex permits 2 to more than 100 CN nodes to be connected to one RAN node.

4.12
Network Sharing

The requirements for shared networks will be similar to those in section 4.11, except that there is less scope for sharing the load from one network operator to their competitor. Operators who use network sharing should not be prevented from using Iu flex functionality. Overall, however, it will be important that one competitor’s network problem does not restrict the traffic on the other competitor.

The standards for Iu flex based network sharing permit 2 to 5 CN operators to share one RAN node.

4.13
Handover into overloaded areas

Currently, access class barring has no impact on the network controlled handover of  traffic into a cell which has some of its access classes barred.  Given that the network has visibility of the load situation in serving and target cells, and that the network can release the connection to reduce load, this situation seems satisfactory.

However, with the current UTRAN design, the network will not be able to control traffic following RRC connected mode cell reselections made by the mobile in CELL_FACH, CELL_PCH and URA_PCH states. 

Because the mobile is not actively transferring data in these CELL_PCH and URA_PCH states, this seems to lead to a requirement for the mobile to obey the serving cell’s Access Class barring in these states. Conversely, it can be argued that it would be beneficial for the UTRAN mobility management machine to be maintained and to permit the Cell Update message to be sent when the mobile leaves the old URA (or cell in the CELL_PCH case).

In the CELL_FACH state, should the mobile’s data transfer be broken automatically when it performs ‘mobile controlled handover’ into a cell where its Access Class is barred? This will probably vary on a case by case basis.

This seems to require independent Access Class Barring control for “access following mobile controlled handover” to that for “mobile initiated traffic” in the CELL_FACH, CELL_PCH and URA_PCH states.

4.14
MBMS point to point repair

The MBMS point to point repair service might impose peaks of extra load on a cell (and other parts of the network). In the case, there is one way for this load to be distributed is for the BM-SC to distribute to each UE, at activation time, one or more server addresses (from a group of addresses), along with parameter(s) that are used to generate a random time dispersion of the requests.
Note: The above way is specified in TS23.246 [7].

5
Functional Requirements

5.1
General overview

The existing Access Control mechanisms are specified in TS22.011, TS25.331, TS 44.018 and 44.060. 

Within UTRAN, the Access Class barring information is sent in the Cell Access Restriction IE which is sent in SIB 3 and SIB 4. 

Within GERAN, the Access Class barring information is sent:

- on the BCCH in the RACH Control Parameters IE sent in SYSTEM INFORMATION TYPE 1, 2, 2bis, 3, and 4 messages, and,

- on the PBCCH/PCCCH in the PRACH Control Parameters IE in the Packet System Information Type 1 and Packet PRACH Parameters messages.

The current access control is limited to UEs in idle mode. It has been found suitable for cell level and RNC/BSC level congestion control. However, it is not optimised for congestion affecting only one CN domain because the system information does not distinguish between CS or PS domains (except if the GSM PBCCH is in use).

5.2 
Functional requirements for access control mechanisms.
One key requirement is that the mechanisms used to control overload do not require extra processing by the node that is overloaded. In general, this requirement could be met by BSC/RNC O+M commands being used to control the settings of any Extended Access Class Barring parameters. The use of extensions to the A/Iu interface Overload messages requires further study.

To control or restrict access from UEs to a specific domain, it is natural to extend the existing access control mechanism specified in TS22.011 and TS25.331/44.018/44.060, as well as to consider other mechanisms. 
From the requirements in section 4, the following functional requirements can be derived:

a)
(from 4.1.1) the capability to reduce load on the CS (or PS) domain without reducing load on the other domain;

b)
(from 4.1.3) the need for mechanisms by which access to the CS domain from mobiles that are in PMM connected state can be controlled;

c)
(from 4.1.4) the need for mechanisms that can gradually increase the permitted access to one CN domain independently of the overload setting on the other CN domain;

d)
(from 4.2, 4.8 and 4.9) the capability to limit CS domain Call Control accesses while permitting other Connection Management (e.g. SMS) and Mobility Management activity to the CS domain;

e)
(from 4.3) the capability to prevent SMS traffic while permitting PS and CS domain traffic and MM and GMM signalling;.

f)
(from 4.4) the capability to require the mobile to respond to CS and/or PS domain paging while prohibiting mobile originating traffic;

g)
(from 4.6 and 4.7) the need for extra 24.008 Session Management cause values and/or procedures to delay the mobile re-attempting PDP context activation, and, the need for PS domain “automatic calling repeat call attempt restrictions” (similar to those in Annex E of 22.001) to be specified;
h)
(from 4.1.5, 4.7, 4.8 and 4.9) the capability to limit PS domain traffic while permitting Session Management, GMM and SMS activity.

i)
(from 4.11) RNC/BSC functionality is needed to handle overload of CN nodes when “intra-domain connection of Radio Access Network (RAN) nodes to multiple Core Network (CN) nodes” is in use. Typically this should permit the access class barring to only apply to the transactions related to one CN node.
j)
(from 4.1.5) methods should be documented for handling SGSN failure when the network is using NMO=1 (Gs interface).
k)
(from 4.13) the capability to control “access following mobile controlled handover” independently to that for “mobile initiated traffic” in the CELL_FACH, CELL_PCH and URA_PCH states.

l)
(from 4.12) RNC functionality is needed to handle overload within only one of the multiple competing operator’s core networks. 

With the exception of (b), (g), (i) and (j), the above functional requirements appear to be able to be satisfied provided that additional control parameters can be appended to the existing broadcast access control bits. Potential technical solutions for these 5 groups of functional requirements are discussed in section 6.

5.3
Additional requirements

At least the following additional aspects should be considered:

1) the speed with which mobiles should react to changes in Access Class barring. 
In GSM, idle mode mobiles are required to re-read the serving cell’s System Information every [30] seconds. They are supposed to check the Access Class barring bits prior to every access attempt, however, it is not certain that mobiles actually do this. Hence GSM mobiles detect changes in the Access Class barring bits with an average delay of 15 seconds. This appears to be sufficient. If it is insufficient, mobiles can be forced to “immediately” re-read the Access Class barring bits by setting the ‘page mode’ to “paging-reorganisation” in all the paging messages.

In UTRAN, existing UTRAN procedures such as paging are believed to be sufficient for notification of the change in any access class barring status.
2)
Broadcast Channel Capacity

Extensions to the existing access class barring functionality need to take into account the amount of capacity available on the broadcast channels. Particular care may be needed when designing solutions for multiple shared networks and networks using “Iu-flex”.
6 
Potential Technical Solutions
The potential solutions that may satisfy the requirements in section 5, consist of two distinct approaches:

· The first one consists in extending the existing access class barring concept (section 6.1)

· The other, consists in preventing or delaying the automatic re-establishment attempts.(section 6.2)

Section 6.3 further includes best practice guidance for some miscellaneous issues.
6.1 
Extending the Access Class Barring concept 

This consists of:

1) Extending the existing system information in SIB3, SIB 4, and PSI 1, and adding new parameters to messages on the extended BCCH (eg in System Information 7 and 8).

2) Extending the requirements of the UE so that the UE should also apply the extended access control information when it is in RRC/RR connected mode.

3) Ensuring that the RNC has a good co-ordination when using a CN domain specific Access Control together with Iu-flex.

4) Enabling Access Control to be applied for SGSN overload/failure when the Gs interface is implemented.

5) Enabling a staggered lifting of Access Restrictions.
6.1.1
Service/Cause/Node -specific access restrictions (solution for requirements  a, d, e, f, h, i, l)

Taking advantage of the currently available procedures, the system information broadcast by RNC is extended so that access class barring list can be specified to allow a more accurate restriction of only the service/access types that would worsen an overload problem. 

Such a mechanism will significantly reduce the impact on idle mode users who wish to access the network for other service-related reasons.. 

Such a solution would be suitable to meet the following requirements from section 5:

Requirement a:  Access Class Restriction applicable only with respect to accessing the PS (or respectively CS) domain.  

Requirement d:  Access Class Restriction applicable only to limit CS domain Call Control accesses while permitting other Connection Management (e.g. SMS) and Mobility Management activity to the CS domain.

Requirement e:  Access Class Restriction applicable only to prevent SMS traffic while permitting PS and CS domain traffic and MM and GMM signalling.

Requirement f:  Access Class Restriction applicable only to require the mobile to respond to CS and/or PS domain paging while prohibiting mobile originating traffic.

Requirement h:  Access Class Restriction applicable only to limit PS domain traffic while permitting Session Management, GMM and SMS activity.

Requirement i:  Extended Access Class Restriction applicable only to apply to the transactions related to one CN node.
Requirement l:  Extended Access Class Restriction applicable to handle overload within only one of the multiple competing operator’s core networks.
Note: It may be necessary to provide Network Resource Identifier [4] in SIB3.
Example:  
Figure 6.1 and 6.2 shows an extended ACBL for extended access class restriction 

The part highlighted in green is the extension. In order to perform above restrictions, domain specific identity, protocol specific identity, and incoming/outgoing specific identity should be provided.

When receiving such system information in figure 6.1, the UE will behave as follows: 

If the UE does not support the extension, it will not recognise the extension information marked in green and it will barred if its class is included in  the “Access Class Barred list” field.
Initiating/terminating PS session of the UE that supports the extension will be barred if “PS” is included in CN domain identity-1st Domain I.E. and its class is included in the Access Class Barred list-1st Domain field.

Initiating/terminating CS call of the UE that supports the extension will be barred if “CS” is included in CN domain identity-2nd Domain I.E. and its class is included in the Access Class Barred list-2nd Domain field.
	Access Class Barred list (ACBL)
	0x0011

	CN domain identity-1st Domain
	PS

	Access Class Barred list-1st Domain
	0x0011

	CN domain identity-2nd Domain
	CS

	Access Class Barred list-2nd Domain
	0x0011


Figure 6.1: Domain Specific Access Control in System Information (SIB3) for requirement a

When receiving such system information in figure 6.2, the UE will behave as follows: 

If the UE does not support the extension, it will not recognise the extension information marked in green and it will barred if its class is included in the “Access Class Barred list” field.
CS Call Control message of the UE that supports the extension will be barred if “CS” is included in CN domain identity-1st Domain I.E. and “CS” is included in Message identity-1st Message in 1st Domain I.E. and its class is included in the Access Class Barred list-1st Message in 1st Domain field.

	Access Class Barred list (ACBL)
	0x0011

	CN domain identity-1st Domain
	CS

	Message identity-1st Message in 1st Domain 
	CC

	Access Class Barred list-1st Message in 1st Domain
	0x0011


Figure 6.2: CS Call Control Access Control in System Information (SIB3) for requirement d

6.1.2 
Handling UEs/MSs in connected mode (requirement b)

On establishment of an RRC/RR connection, the UE would save Access Control Restriction (ACR) status in its memory if the status is broadcast in the system information as shown in 6.3. The information could be used within the UE/MS to decide if setting up a signalling connection for this domain/service-type is allowed. 
In UTRAN, existing UTRAN procedures for paging and indication of system information change is utilized to inform the UE of changes in ACR status. When receiving such notification, UE would read the system information and update the ACR status saved in the UE.
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Figure 6.2 depicts a sequence example when a CS-domain specific access restriction is applied.

Figure 6.2: Example sequence for handling UEs in RRC connected state

1. The RNC detects MSC/VLR is overloaded, and it starts access control to indicate barring of the whole CS domain.
2. The RNC broadcasts ACR information, i.e. access control barring list indicating that access to the CS domain is barred. 
3. The UE user starts web access application on his or her mobile and the UE establishes the RRC connection with the RNC to access PS domain, moving its status to RRC connected. The UE saves the ACR information regarding the CS domain in its memory.
4. The UE requests a PDP context and RB is setup for web access application. The request is transmitted to UTRAN since PS access is allowed according to the saved ACR information.
5. The traffic on the RB is down to null and the RNC decides to put the UE in CELL_PCH state by UTRAN reconfiguration procedure.
6. The RNC detects that the MSC/VLR is not overloaded anymore and cancels the access restriction towards the CS domain by removing the ACR information from the system information.
7. The RNC informs the UE of the change in ACR information via the paging procedure to indicate system information change.
8. The UE reads the updated part of system information (no access control barring list indicating that the CS domain is restricted) and updates its ACR status (no more access restriction to CS domain)
9. The UE user can now originate a CS call and the UE establishes the signalling connection to CS domain.
Note:
The solution does not cover the following cases. However, as discussed in the following subsections, the limitations do not cause severe problems. It can be concluded that special handling is not required.

1) UEs using dedicated channels

2) UEs with existing signalling connections to a domain to be restricted

3) UEs may be misinformed on availability of domain if the DRNC and SRNC are connected to different CN nodes

4) UEs missed Paging or System Information Change Indication will access the restricted domain/service.
6.1.2.1 Handling of UEs/MSs with dedicated channels (CELL_DCH)

(Editor’s note: this section needs updating for other cases).

Handling of UEs/MSs with dedicated channels is not necessary based on the analysis below.

1) Handling of UEs/MSs engaging in CS activity when entity in CS domain becomes restricted.
According to the year 2002 statistics published by Japanese Ministry of Public Management, Home Affairs, Posts and Telecommunications, the average duration of mobile originating CS calls is 122 seconds and CS calls less than 30 and 60 seconds account for 40% and 60% of all calls, respectively. Based on the statistics, if new call setup from idle mode UEs is prevented, it can be seen that congested situation would be mitigated quickly.

2) UTRAN only: Handling of UEs using dedicated channels for PS activity when entity in PS domain becomes restricted
Most PS services provisioned have interactive nature. It is, therefore, expected that duration of staying dedicated mode is usually short. If there is not enough traffic, the RNC will switch the UE from dedicated to common channel state. Once the UE is put in the common channel state, then it can be notified of ACR changes by the proposed method shown above. It should continue to abide by this if it returns to dedicated state. It is also considered not likely that the UE remaining in CELL_DCH would generate severe Iu signalling or SGSN processing load increase by requesting secondary PDP contexts or other PDP contexts.

3) Handling of UEs/MSs using dedicated channels for not restricted domain.
The proportion of UEs using a dedicated channel over all UEs in MSC or SGSN area is, normally, considered to be low, particularly less than 5 %. Moreover the duration staying dedicated mode is considered as short based on the description 1) and 2) above. Therefore it is not likely that those UEs generate severe signalling load to the restricted domain.

6.1.2.2 Handling of existing signalling connections to a domain to be restricted 
(Editor’s note: This section needs updating for other cases).

Handling such case is not necessary because:

1) Generating additional signalling load to the restricted domain using existing signalling connection such as requesting secondary PDP context is considered as infrequent.
2) The UE may generate user traffic using existing signalling connections. However, this is not as serious as signalling processing load in CN nodes, and 

3) It is preferred to keeping impact to NAS as small as possible.

6.1.2.3 Handling of cases where DRNC and SRNC are connected to different CN nodes

There is a case where the UE may be misinformed on the availability of a domain/entity when the DRNC and SRNC are connected to different CN nodes. For example, when the DRNC is connected to a congested node and the SRNC is connected to a CN node with normal condition, then the UE will be unnecessarily put under access restriction toward the domain/entity. 
The issue may be somewhat resolved by relocating UEs on boundary between RA and LA containing congested serving CN nodes.  

Note:
It is FFS to check if SRNC relocation applied to UEs on the boundary of RA/LA may cause any problems to the congested CN node.

6.1.2.4 Handling UEs that missed ACR information changes

If Paging or System Information Change Indication is not received, the UE may initiate Cell/URA update procedure or Initial Direct Transfer procedure for the access to the restricted domain. To handle such UE, the UTRAN procedures may be extended to indicate changes in system information. By setting appropriate repetition parameter in the procedures, however, probability of UEs missing the notification can be kept sufficiently low.  
Therefore, the extensions to the existing RRC procedures may not be necessary. 

Another possibility is for RNC to reject signalling connection request from the UE to the restricted domain. Such a mechanism would require the RNC to have knowledge of the UE’s access class in order that it did not prevent access to a UE from a non-restricted class. There is, however, no mechanism to prevent the UE to repeat the requests.

6.1.3 Domain Specific Access Control with Iu-flex (requirement a, i)

In a network configuration using Iu-flex, MSC/VLRs or SGSNs in the pool can indicate overload situations to the RNC/BSS. As described in the “load re-distribution” section of TS 23.236, the RNC/BSS may route initial NAS messages for RA/LA updates (and possibly for MO ‘calls’) from UEs being served by an overloaded CN node to an available non-overloaded MSC/VLR or SGSN in the pool area. Consequently the UEs of the overloaded CN node(s) end up being served by non-overloaded MSC/VLRs or SGSNs in the pool area.

If multiple or all MSC/VLRs or SGSNs in the pool area indicate overload, the RNC may decide to use domain specific access control. This RNC decision is implementation specific.

Provided that the RAN implements the load re-distribution functionality recommended in TS 23.236, Iu-flex does not require any other additional domain specific access control functionality on the Uu interface compared to network configurations without Iu-flex.
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