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1. Introduction

The on-path QoS signaling model needs to be studied. The text below proposes to introduce  mechanisms for end-to-end call admission control (CAC) based on congestion indications received from external networks (i.e. intermediate IP backbones). These feedback based congestion control mechanisms can be considered as lightweighton-path QoS signaling mechanisms. 
The CAC function uses the feedback information to control the amount of real-time traffic in the network, that is, to grant or block bearer setup for new calls.  

2. Proposal
It is proposed to make the following additions to the TR23.802 technical report.

First Change

2
References

…

[xx]

RFC 3260: "New Terminology and Clarifications for Diffserv".

Next Change

5.5
Architecture for on-path IP QoS interaction between UMTS network and external IP network
This section describes an architecture for on-path QoS interaction between UMTS and an External IP network providing QoS-enabled IP transport services.

Editor's Note:
This on-path QoS interaction is FFS.
5.5.1
Feedback based Call Admission Control

End-to-end QoS provisioning in the current 3GPP standard as specified in TS 23.107 and TS 23.207 uses DiffServ mechanisms on the IP bearer level, for example Service Level Agreements (SLAs), to ensure QoS. The involved networks are assumed to be at least statically dimensioned to cope with the agreed traffic volumes. Traffic exceeding these agreed limits is expected to be handled using normal DiffServ traffic shaping functions, e.g. dropping of random packets. Such mechanisms is however not always very friendly to real-time traffic e.g. flows used to carry IMS IP telephony calls. Instead a mechanism capable of either blocking a real-time flow completely or letting it through completely would be a more appropriate mechanism to control the traffic volumes. The feedback based call admission control (CAC) function described below has such a characteristic. 

A solution which can prevent overload situations of real-time traffic in intermediate networks employs a CAC function in the PLMN, e.g. in the GGSN or in a node in the IMS Core. The CAC function is queried at session activation. The CAC function must also be made aware of the congestion situation in any intermediate networks along the end-to-end path. A method to provide the CAC function with such information is by feedback from the intermediate networks. Congestion or bandwidth limitations in these networks are indicated by a remarking of either the DS-field or the ECN-field, in the TOS byte, in IP headers of packets forwarded through congested points of these networks. Remarking in a node should start when bandwidth resources get close to its limit, i.e. before actual congestion occurs. 

For the remarking solution there is only a logical or implicit relation between the control planes in the application nodes and the nodes in intermediate IP backbones, i.e. there is no specific signalling protocol used. 
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Figure 5.5.x.1: Feedback based QoS provisioning

The CAC function uses feedback information to check for congestion. When sessions for outgoing calls are established, the current congestion conditions  for the path to the destination network is checked before the session is finalized. In case of resource constraints, the call can be blocked depending on policy.    

DiffServ remarking can be applied locally within domains and between domains (within SLAs) if operators agree. ECN has end-to-end semantics, that is, all domains including the intermediate IP backbones have to support the congestion indication functionality to ensure end-to-end QoS. For further description of DiffServ remarking see RFC 2475 [9] and RFC 3260 [xx]. 
6
Procedures

Editor's Note:

This section will describe the procedures for the functional elements contained in the different enhanced E2E QoS architectures.

Next Change

6.1.3
Procedures in the on-path model


As part of session establishment, the current congestion condition of the external backbone IP network shall be obtained by the media function (e.g. GGSN or another node in the IMS core).

The congestion condition indication is then provided to the CAC function which could be allocated to the media function (e.g. GGSN, MRF) or to another IMS core node (e.g. PDF). 
6.1.3.1
Procedures for Feedback Based Call Admission Control with Continuous Monitoring
6.1.3.2
Procedures for Feedback Based Call Admission Control with Probing
End of Changes
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