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1. Discussion

In order to achieve improved end-to-end QoS, different possible solutions need to be studied. This paper presents a set of different end-to-end QoS architectures, explains some mechanisms and concepts behind each solution, and refers to other emerging standards. 

2. Proposal
It is proposed to make the following additions to the TR23.802 technical report.
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4
General requirements

Editor’s Note:
This section will describe the general requirements for enhancing the E2E QoS concept described in 3GPP TS 23.207 [4] from a technical and architectural point of view.

4.1
Enhanced requirements for end-to-end QoS

-
For some important services with strict end-to-end QoS requirements, such as conversational speech or streaming video, the QoS (such as bandwidth etc.) shall be assured in case of interworking with different IP network domains or backbone networks. In this case, the policing of the E2E QoS in UMTS network may be on a per service (i.e. on the basis of specific flows of IP packets identified by the service) or aggregated flow basis (i.e. on the basis of flows of different users and different services having the same QoS requirements).
-
The E2E QoS interworking architecture shall be able to support admission control.
-
The E2E QoS interworking architecture shall support the ability to request resources to satisfy the required QoS according to service needs and subscription information.

-
The security, reliability, availability and resilience of the E2E QoS interworking architecture shall be considered.

-
When considering interaction between the UMTS network and the external network, the work of the ITU-T, TISPAN and the IETF NSIS working group shall be taken into account.

4.2
Connection models

The following connection models should be studied.
Editor’s Note:
The following connection models are not exclusive.
4.2.1
UE-UE connection via backbone IP networks with off-path QoS signaling

UE served by IMS connects to equivalent UE via one or more backbone IP networks with off-path QoS signaling towards a BCF. The backbone IP networks may be administered by PLMN operators.
BCF performs QoS management of a backbone IP network. Gu interface is for interaction between PDF/CRF and BCF.

Editor’s Note:
Definitions and more detail explanations of the BCF and Gu interfaces would be described in section 3 or 5.
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Figure 4.2.1.1: UE-UE connection via backbone IP networks with BCF
4.2.2
UE-UE connection via backbone IP networks without QoS signaling

UE served by IMS connects to equivalent UE via one or more backbone IP networks. QoS relations is established between the different backbone IP network providers, between backbone IP network providers and PLMN operators, and between different PLMN operators without requiring per-session signalling. The backbone IP networks may be administered by PLMN operators.
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Figure 4.2.2.1: UE-UE connection via backbone IP networks without QoS signalling
4.2.3
UE-UE connection via backbone IP networks with in-path QoS signaling

UE served by IMS connects to equivalent UE via one or more backbone IP networks with in-path QoS signalling. The backbone IP networks may be administered by PLMN operators.
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Figure 4.2.3.1: UE-UE connection via backbone IP networks with in-path QoS signalling
4.3
Issues of connection models

Editor’s Note:
This section is for investigation of the connection models from the perspective of QoS and clarification of issues. Details are FFS.

5
Architectural concept

Editor’s Note:
This section will describe the different enhanced E2E QoS architectures including interaction with emerging QoS concepts from other standards organizations.
5.1
End-to-end QoS architectures
For describing the concepts of the different end-to-end QoS architectures in this subclause, figure 5.1.1 below is used as a reference model. The figure shows the location of the IP backbone network and the main interfaces. The IP backbone network provides IP packet forwarding service for the application nodes. Application nodes are the domain specific nodes that interface with backbone network, such as GGSN, SGSN, MGW etc.
[image: image4.wmf]IP layer

 IP user plane

IP control plane

Application

app. control

Application node

IP layer

 IP user plane

IP control plane

Application

app. control

IP

IP

Control

IP

IP

Control

Application control  (e.g. SIP)

App. node-backbone

control plane interface

App. node-backbone

user palne (IP) interface

IP Backbone

Inter-operator interface

Application node


Figure 5.1.1  Reference model

The application node to backbone user plane interface is a pure IP level interface that provides the transfer of IP packets between application node. The application node to backbone control plane interface allows the communication of application node and IP backbone network. Note that, the communication between the application and the backbone network is also possible. This information exchange helps to provide end-to-end QoS for IP flows between application nodes.

The inter-operator interfaces of the IP backbone network, namely the user and control plane interfaces, are to provide the required QoS through multiple backbone operator domains. The application node to application node control interface is out of scope of this description.
5.1.1
Functionality of the application node to backbone interface

The possible QoS methods can be categorized according to the required functionality at the application node to backbone interface. Forwarding of IP packets is a mandatory functionality of the IP backbone network, but additional control functions can support QoS provisioning. Control functions must be supported on the both sides of the application node to backbone interface. For example, assume that IP backbone network supports some kind of resource reservation protocol then this functionality can only be used if the application node part also supports it, i.e. the application node should be able to request resources from the backbone network and it should be able block new sessions if there are no available backbone resources.

Possible information exchange methods between application node and IP backbone network are:

· No information exchange exists: Neither IP level resource reservation nor marking of user plane IP packets is used
· Indirect control information is provided from the backbone to the application node via marking user plane IP packets (ECN, DSCP field marking)

· Explicit control function: resource reservation protocol for traffic aggregates

· Explicit control function: per-flow resource reservation

Functionality of application nodes
· Able to block new sessions and/or to modify the rate of the ongoing flows 

· Cannot block new flow or modify rate of the ongoing flows, but there is some system limitation that bounds the maximum traffic

These QoS methods can also be possible to combine for optimal performance.
5.2
Detailed description of end-to-end QoS architectures
The IP technology does not have any rigid and well-defined inter-domain QoS –architecture and the standardized QoS models have not been commercially successful. 

The different inter-domain QoS proposals are grouped into the following methods. 
5.2.1
Over-Provisioning
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Figure 5.2.1.1  Overprovisioning

The over-provisioning model of ensuring QoS can work in networks with a low fraction of real-time traffic. An over-provisioned network has a performance monitoring driven provisioning, re-dimensioning and extension of the network. The network/path or link is extended when the utilization is reaching a certain level. There is no need to limit the traffic in the application nodes. A well-managed and over-provisioned network should never be overloaded. However, un-expected network conditions may require additional QoS mechanisms to be handled in an appropriate way.
The advantage with over-provisioning is that it is simple – it is the Internet model. The drawbacks are that over-dimensioning is needed, which may result in lower resource utilization. Another drawback is that over-subscription by someone will affect everyone.
With an end-to-end view on QoS where often several network domains are involved, over-provisioning should have a role for ensuring QoS in sub-networks within different domains, rather than as a model ensuring it end-to-end.  
Over provisioning uses the connection model described in subclause 4.2.2.
5.2.2
Static Provisioning
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Figure 5.2.2.1  Static provisioning

A Call Admission Control (CAC) function resides in the application part of the application node. The network dimensioning is based on the maximum limits in the application node, i.e. the transport demand of each application node is limited.

In the single operator case, traffic limits of application nodes are considered at dimensioning to avoid congestion in the network, i.e. links are dimensioned to have enough capacity to carry the limited traffic without congestion. 

In a multi-domain IP backbone network (see Figure 5.2.2.1), operator domains are dimensioned separately. The main task is to derive maximum limits for inter-domain links based on limitations of application nodes (and then the single-domain dimensioning method can be used).
Static provisioning uses the connection model described in subclause 4.2.2.
5.2.3
End-to-end Measurement Based Admission Control
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Figure 5.2.3.1  End-to-end MBAC

Admission control is implemented in the application part of the application nodes, illustrated as “MBAC” entity in figure 5.2.3.1. The admission control uses measurement on the payload traffic to predict the availability of bandwidth in the network. 

In the multi-domain case (see Figure 5.2.3.1), the application of MBAC can be problematic if the MBAC uses measurement on the payload traffic that is for other purposes or if it is not supported by some operator via the path.
E2E MBAC uses the connection model described in subclause 4.2.2.
5.2.4
Bandwidth Broker
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Figure 5.2.4.1  Bandwidth broker (BB)

The Bandwidth Broker (BB) solution for E2E QoS, comprises a centralized admission control server for QoS instead of admission control functionality in the network or application nodes. Admission control is made “off-path” e.g. outside the backbone network. BB can use knowledge of routing (BGP) to better predict the link-load on the links in the backbone network. 

In inter-domain case (see Figure 5.2.4.1), the communication of BBs of domains along the path is required. That is, operators involved in the end-to-end backbone service have to be known in advance because this knowledge is required to allocate resources along the path. All changes in the inter-domain routing have to be taken into account in this solution to avoid inconsistency (the path of involved BBs are different from the actual path of the IP traffic).
Bandwidth Broker uses the connection model described in subclause 4.2.3 or 4.2.1, depending on if resource requests are initiated from the application node itself or from a policy function external to the application node.
5.2.5 Signalled provisioning
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Figure 5.2.5.1  Signalled provisioning
A dynamic and protocol driven admission control in the backbone network. In inter-domain case (see Figure 5.2.5.1), all domains have to support the applied signaling protocol. 

The well known signalling protocol RSVP is for example described in RFC 2205 [6] and RFC 2210 [8]. There have been several areas of concern about the wide-scale deployment of RSVP. This is discussed in RFC 2208 [15]. A way to try to overcome these issues by using a single RSVP reservation to aggregate other RSVP reservations across a backbone IP network or transit routing region is described in RFC 3175 [16]. There is also work in progress on RSVP aggregation over MPLS TE Tunnels [17]. 

A recent initiative within IETF is NSIS (Next Steps in Signaling). Intention is to standardize an IP signaling protocol with QoS signaling as the first use case. Focus will be on a two-layer signaling paradigm and re-use, where appropriate,
the protocol mechanisms of RSVP, while at the same time simplifying it and applying a more general signaling model. For the latest output from the working group see [19], [20], [21] and [22].
Signalled provisioning uses the connection model described in subclause 4.2.3.
5.2.6
Feedback based provisioning
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Figure 5.2.6.1  Feedback based provisioning

The feedback-based solution relies on congestion indication from the network and the application node reacts with rate-adaptation of the traffic source or with call blocking. One such method could be the use of DCCP (unreliable UDP with congestion control) and AMR. 

In inter-domain case (see Figure 5.2.6.1), all domains have to support the congestion indication functionality including also the inter-domain connections. See RFC 3168 [14] for further description of Explicit Congestion Notification. There is also recent work in progress on how the usage of ECN markings for real-time flows that use UDP [18].
Feedback based provisioning uses the connection model described in subclause 4.2.3.
End of Changes
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