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1. Background and Introduction

From last SA#21 meeting, the WID SP – 030539 for speech-enabled services in Stage 2 was approved and new TR 23.877 was allocated for speech-enabled service in stage 2. 

The techniques for improving speech recognition performance based on last SA2#34 S2-033087 contribution (attached at end of the document) are proposed here. 

The main technical aspects are listed below and the details texts are included for decision and approval:  
(a) Additional noise suppression unit is needed in terminal for reducing noise; 

(b) DTX in terminal should be disabled for improving ASR Performance under speech recognition mode; 

(c) 
Indication of Codec Mode is needed to report to ASR platform for negotiation of high data; 
(d) Command with high data rate request to radio is needed for providing clean transport path to ASR platform to achieve high performance; 
(e) In-band TFO signalling is needed between TRUN/TC and ASR Platform for guaranteeing high data rate under Wide Band AMR Mode; 
(f) Regional accent information could be provided to VMSC that is passed onto the ASR platform to permit the ASR units to use “grammar” specific to that regional accent.
2. Proposed text in TR 23.877 section 4

4 Techniques for Improving Speech Recognition Performance

Automatic Speech Recognition (ASR) platforms tend to perform the following sequence of operations: echo cancellation, feature extraction and interpretation. The echo cancellation process is used to permit a person to send commands to the ASR platform while the ASR platform is still playing voice announcements. (Without echo cancellation, the ASR platform cannot distinguish between its own “voice” and the voice of the user!) The feature extraction process extracts phonemes from the input speech signal and transforms them into words using acoustic models. The speech recognition engine then performs a search of the uttered words in the grammar created by GSL (Grammar Specific Language). The interpretation process is used to extract the semantic interpretation from the word sequence.

The following sub-sections describe techniques that might improve speech recognition performance. Later sections in this TR describe how the existing 3GPP system might be enhanced to provide signalling to control these techniques.

4.1
Additional Noise Suppression in Terminal

There are a number of factors that affect ASR performance, such as quality of signal, grammar size, acoustic confusability, etc. Challenges for speech recognition include background noise, side speech, hands free kits, loss of signal quality due to compression.  A large amount of wireless usage occurs in noisy environments. Reducing the impact of background noise seems to be useful in improving ASR performance. 

Hence, ASR performance might be improved if the ASR unit can ask the UE to add extra noise suppression in the terminal.

4.2
Disable DTX for Improving ASR Performance

In normal case, Discontinuous Transmission (DTX) is used by the terminal to reduce the uplink transmissions. Silence Descriptor Frames are sent at a low rate and the TRAU uses them to send uplink comfort noise for improving normal speech quality.

A consequence of this is that during a Talk Spurt, the speech coder encodes the background noise, while during a non-voiced period; a different encoder encodes the background noise. This may give problems to the ASR platform when it uses the non-voice periods to estimate the background noise.

If the ASR unit could command the mobile to disable DTX, then the voice coder would always be used to encode the background noise and this might permit the ASR unit to perform more accurate noise estimation.

4.3
Indication of Codec Mode to ASR Platform

In noisy wireless environments, the type of Codec used for compressing the speech may have some influence on speech recognition performance. Hence it might be useful if we could provide an indication of the used codec to the ASR platform. 
4.4
Command Needed to Provide High Data Rate Codec for Speech Recognition Mode

The ASR recognition performance may drop significantly for compression rates below 8-10kbps. 

To avoid this, it would be useful if the ASR platform could request the BSC/RNC to provide a clean radio path for a high data rate speech coder.

4.5
TFO Needed in ASR Platform for Wide Band AMR Mode

WB-AMR can be implemented in the terminal to improve speech quality for normal voice calls. In order to move the Wideband signal to the ASR platform, TFO is likely to be needed.

4.6
Regional Accents and ASR Platforms

People from different regions speak with different accents and these people may suffer worse ASR performance.

Potentially, the HLR (or CAMEL platforms) could provide “regional accent information” to the VMSC that is passed onto the ASR platform (e.g. as modified A or B party numbers) to permit the ASR units to use “grammar” specific to that regional accent.
3. Conclusion

This paper described the number of techniques for improving speech recognition performance. Vodafone would like SA2 to make a decision and the agreed results will be put into new version of TR 23.877 section 4.

Annex for Abbreviations

ASR
Automatic speech recognition

TTS
Text to Speech

TFO
Tandem Free Operation

DTX
Discontinuous Transmission 

TRAU
Transcoder and Rate Adaptation Unit
TC
Transcoder

SRM
Speech Recognition Mode
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1. Abbreviations



ASR – Automatic Speech Recognition 



NS – Noise Suppression: used to reduce the noise level and improve the ASR 



TFO – Tandem Free Operation, used for the transfer of frames of encoded speech across 64 kbit/s PCM connections. In TFO mode, the transcoder units remain in the call path. 



TRAU – Transcoder & Rate Adaptation Unit, used in BSC for Transcoding speech and Rate Adapting different the data rate to 64 kbit/s.



SRM - Speech Recognition Mode



2. Background and Introduction



SA1 has an approved stage 1 specification, TS 22.243  “Speech recognition framework for automated voice services”. Currently, SA 4 is running a Codec competition between ETSI DSR, AMR and AMR-WB. The WID for speech enabled services in Stage 2 was approved in SA2#33 meeting (see S2-032719). Therefore, SA2 should now study some of the system architecture that can support speech-enabled services.



There are a number of speech enabled services which need to be supported, such as voice activated dialling, banking and other commercial transactions, SMS-to-speech services, customisable voice dialogue and Menu, etc. It seems that vast majority of speech-enabled services are, and will for the forseeable future, be circuit domain based. 



However, the SA 1 and SA 4 work appears to be solely based on the PS domain. This seems to be a relic of the ETSI Aurora project, but does not reflect 3GPP operator’s needs.



Given the intensity of the work in SA 4 on codec selection and the current low utilisation of Automatic Speech Recognition, it is reasonable to assume that performance enhancements to Speech Recognition are needed.



This document looks at some mechanisms for enhancing speech recognition performance in the CS domain.



3. Techniques for improving speech recognition        


3.1
Indication of codec type to speech recognition platform



It is believed that speech recognition performance can be improved if the speech recogniser knows what speech coder was used by the mobile.



Although, BICC-ISUP might carry a codec list, this is of little use when AMR codecs are in use. Instead, if the speech recogniser implements TFO control signalling, then the speech recogniser can gain knowledge of the codec that is being used.



This has little impact on existing standards.



3.2
Activation of mobile based speech processing mechanisms optimised for “person to machine” communication rather than “person to person” communication


It is believed that the performance of Automatic Speech Recognition Units can be improved if the mobile uses different speech processing techniques to that which the mobile would use for person to person communication. Techniques include noise suppression and the use of different speech encoding algorithms.



To provide this kind of performance improvement, a mechanism is needed for the Speech Recogniser to request the mobile to activate “Speech Recognition Mode” (SRM). A mechanism to achieve this is shown in figure 1 below.



Once the user plane connection has been established between the Speech Recognition Unit (SRU) and the network’s speech transcoder, they discover that they are both TFO capable endpoints. Then the SRU instructs the GSM TRAU [UMTS transcoder] to activate Speech Recognition Mode (SRM). In order to achieve this, the GSM TRAU [UMTS transcoder] instructs the base station [RNC] to activate SRM. In turn the base station [RNC] instructs the mobile to activate SRM. 
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Fig.1 The concept of activating SRM



3.2.1 The Detailed Implementation Mechanisms



Based on the concept proposed above, the following steps can be implemented:



Step 1: The SRU may pass the “activate SRM” instruction to the TRAU by using extensions to the Tandem Free Operation signalling specified in 3GPP TS 28.062 v5.30 Annex G.1.



Step 2: The TRAU passes the “activate SRM” instruction to the Base Station by using extensions to the signalling specified in 3GPP TS 28.060/28.061.



Step 3: The GSM Base Station passes the “activate SRM” instruction to the mobile by, for example:



a) Using specific settings in the “frame stealing” bits, defining an unused combination of the stealing flags hu(B) and hl(B) to indicate that the burst contains speech and a command to activate SRM; or



b) Using particular code words within the downlink SID frames, so that the command to activate SRM in conveyed by one or more SID frames sent during DTX periods; or



c) Using particular codewords within the downlink speech frames, so that the command to activate SRM in conveyed by frames containing speech; or



d) Using signalling messages sent on the FACCH from the base station to the mobile (e.g. by adding information to a Physical Information message); or



e) Using signalling messages sent on the SACCH from the base station to the mobile (e.g. by adding information to a System Information 6 message)



By careful stage 3 design it ought to be possible to steps 1, 2 and 3 fully ‘backwards compatibility’



Similar techniques ought to be available in UMTS.



There are several mechanisms by which the Speech Recognition Mode could be deactivated in the mobile (and hence normal person to person communication reactivated), however, the following may be simplest:



the SRU regularly repeats the instruction to “activate SRM”. Then if the mobile fails to receive the repeated ‘activate SRM’ instruction (e.g. N retransmissions missed or a timer expires), the mobile reverts to the normal person to person mode of speech processing.



This type of mechanism provides automatic reconfiguration following handover to a non-TFO capable TRAU, or, the call being forwarded from the Speech Recogniser Unit to a real person.



5. Conclusion



This paper describes two network based mechanisms which could improve speech recognition performance. Discussion on these concepts is encouraged.



It is proposed to document these signalling mechanisms within the TR proposed by the WID in S2-032719.



It is also proposed that dialogue with SA 4 is started on this topic.



Dialogue with SA 1 may also be needed to remove stage 2/3 details from their stage 1 specification.
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