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1.0
Introduction

Currently, there are two approaches to specifying QoS Policy. The first approach is on a PDP Context basis. The QoS Profile for this approach is stored in the HSS. It can be termed as a static QoS Policy but it is applied at layer 2. The second approach is the Dynamic Policy. The policy  information for this approach is derived on a per session basis using a combination of information from HSS, Application Function and PDF.

The first approach, i.e. HSS based layer 2 QoS is too simplistic and the second approach, i.e. Dynamic Policy is too complex.

There is a need for a per service flow based static policy which provides QoS on a flow, rather than PDP Context, basis but which is simple to manage on a per subscriber basis. This is a mirror image of the work being done for per IP flow based charging. 

This contribution proposes a Static QoS Policy with an evolutionary path towards a combined Static and Dynamic QoS Policy. A parallel attemt should be to define a static and dynamic per flow charging policy with an attempt to evolve towards a combined Static and Dynamic Policies for QoS and Charging.

2.0
Problem Overview

An overview of the Release 6.0 Dynamic Policy Control mechanism is shown in Figure 1
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Figure 1: Release 6.0 Dynamic Service Based Local Policy

 


There are the following interrelated work items which are addressing this subject. These are as follows:

1. 3GPP TR 23.864: Commonality and Interoperability between IMSs

2. 3GPP TR 23.917: Dynamic Policy control enhancements for end-to-end QoS

3. 3GPP TS 23.234: 3GPP system to Wireless Local Area Network (WLAN) Interworking

4. 3GPP TR 23.8xx: Bearer Level Charging

The first work item on Commonality and Interoperability between IMSs addresses the issue of providing access to the IMS system via many IP connectivity networks. It falls with in the umbrella of Access Independence.

The second work item on Dynamic Policy Control Enhancements for End to End QoS addresses the issue of opening the interfaces of the PDF and providing policy control to other services in addition to IMS.

The third work item on 3GPP system to Wireless Local Area Network (WLAN) Interworking addresses the issue of providing IMS services and other services offered by the 3GPP system to an interworking WLAN user. 

The fourth work item on Bearer Level Charging address the issue of providing per IP flow based charging in contrast to the existing per PDP Context and APN based charging.

Since Release 5.0 when the policy control and Go interface were introduced, there has been changes in the standards as well as business environments which require us to look back at the whole subject of policy control. The following are the main reasons for this re-evaluation:

1. Go is the interface between the PDF and the PEF. PEF is a part of the access network. In Release 5.0, the policy control was designed only for UMTS access network and hence PEF was based in GGSN only. In Release 6.0 and in the future releases, many PEFs will be introduced. Some of them will be other than a GGSN. The WLAN interworking group is already contemplating another PEF. These access networks may not require a dynamic policy control and may prefer a simpler policy control mechanism. Some of these networks may not support a COPS-PR based dynamic policy control.

2. In Release 5.0, the policy control was designed for IMS application only. In Release 6.0 and in future releases, other applications will require policy control. Again, all these new applications may not need a dynamic service based policy control. They make ask for a simpler policy control mechanism.

3. The Application and the PEF may not be owned and operated by the same operator. For example: the IMS service may be provided by one operator while the GGSN may belong to another operator. Under this condition, the GGSN operator would like to have the capability to determine the resource utilization policies at the GGSN.  

4. COPS-PR is a new protocol. It is not in wide use in the industry. Dynamic policy control on a per service basis is also a new concept which is not widely used in the industry. These two new entities will have a long learning curve for both vendors and operators. While these dynamic policies are evolving, there is a need for an interim proven method for policy control which can be deployed.

This contribution proposes such a policy control mechanism.

3.0
Static Policy Overview

The proposal is based upon two contributions made during the 3GPP TSG SA2 meeting in April 2003 in Korea. The first contribution is from Nortel Networks (TDOC S2-030362 titled: Subscription based policy for Charging and QoS. The second contribution is from Nokia (TDOC S2-03386) titled: QoS policies and service types.

This policy control mechanism will be called: Static Policy Control. At the heart of the policy control is a policy server which contains all the static policy information. These policies are based upon subscription. The granularity of subscription is decided by the operator. 

The Static Policy Control is not a replacement of the Dynamic Policy Control. It is in fact complementary. Both should coexist. Some operators may choose to use only Static Policy initially while the Dynamic Policy is evolving. Out of these operators who have initially opted for Static Policy, some may like to continue with it and others may like to switchover to Dynamic Policy at some time in the future. Some operators may like to combine both Static and Dynamic Policies to have better control over their network resources. This combined approach will be specifically useful in those scenarios where the Application and the PEF are owned by two different operators.

The interface between the PEF (e.g., GGSN) and the Static Policy Server is proposed to be based upon the widely used RADIUS protocol. It should be noted that, as per 3GPP specifications, current GGSN does support RADIUS protocol. This will help in early deployment of Static Policy control mechanism.  

3.1
Case 1:  Static Policy Control Only, No Dynamic Policy

The overview diagram of this approach is shown in Figure 2. It shows the architecture where the operator starts with the Static policy. There is no Dynamic Policy to start with.

It can be added later.
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Figure 2: Static Policy Control without Dynamic Policy 

 


The policy information is stored at a Policy Server which can be an off the shelve AAA server with a RADIUS interface to GGSN. The policy information is on a per subscriber basis. Alternatively, the operator may choose any other granularity for the subscription.

In this architecture, a static per subscriber policy is downloaded into the PEF instead of the dynamic per subscriber per session policy given to the PEF by the PDF.

The following issues are open and need further study:

1. Will there be an interface between the Static Policy Server and the HSS and HLR to retrieve certain subscriber data. Or will the Static Policy data be self sufficient.

2. How will the visited subscriber’s policy data be retrieved. Will there be interfaces between the Home Policy Server and Visited Policy Server. Or will PDF be able to locate the Policy Server of the visited subscriber and down load the data.

3. Will the granularity of policy data be on a per subscriber or per subscriber per service basis.

4. Will the Static Charging Policy be stored on the same QoS Policy Server or will Charging have a separate policy server. The same question applies to the interface between the Charging Policy Server and the Traffic Plane Function.

5. Is there a need for Push capability in the case of Static Policy control.

6. What services are best suited for Static Policy. What services are not a suitable candidate for it.

These questions have to be answered at some time in the future. The first step is to see if the concept itself is acceptable. If the concept is acceptable then we can work on answering these questions. However, all these questions are answerable. That is to say, there are plausible answers to these questions and none of them are so difficult as to make this approach unfeasible.

3.2
 Case 2: Static and Dynamic Policy with Selection at PEF

While the static policy is being deployed and used, the dynamic policy will be evolving. Once an operator decides to use the Dynamic policy also, there are two ways these two policies can co-exist.

The first way is that both Static and Dynamic policies are downloaded to the PEF and PEF makes the final decision. The second way is for the PDF to make a final combined decision which is described in the next section.

Figure 3 shows this architecture where an operator initially starts with the Static policy but over the time the operator chooses to combine the functions of Static and Dynamic policies and the PEF makes the combined decision.
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Figure 3: Static and Dynamic Policy with Selection at PEF

 


3.3
Case 3:  Static Policy and Dynamic with Selection at PDF

Finally, Figure 4 shows the case where the operator starts with Static Policy and evolves towards a combined Static and Dynamic Policy. The operator in this case has no need for the Static Policy independent of the Dynamic Policy.

Both Static and Dynamic information is fed to the PDF and PDF makes the final policy decision and informs the PEF.
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Figure 4: Static and Dynamic Policy with Selection at PDF

 


4.0
Conclusion

A static policy control mechanism has been proposed. It is intended that the static and dynamic policies should coexist at the same time in the same network. Initially, and for simple applications or for the operators who would prefer a simple policy control, only static policy may be adequate. The proposed architecture takes into account the evolution of Static Policy towards an integrated static and Dynamic Policy control.

If the concept is found acceptable, then the Static Polic control mechanism should be included as a part of the new work item on Policy Control for further feasibility study.

If accepted, more detailed flows and designs will be provided by Cisco systems. 
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Figure 2: Static Policy Control without Dynamic Policy 
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Figure 3: Static and Dynamic Policy with Selection at PEF
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Figure 4: Static and Dynamic Policy with Selection at PDF
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Figure 1: Release 6.0 Dynamic Service Based Local Policy












