3GPP TSG-SA2 Meeting #33
Tdoc S2-032355
Sophia Antipolis, France, 7 - 11 July 2003
Source:
HP
Title:
Corrected WLAN Architecture
Agenda item:
11.2

Document for:
Discussion and Decision 
1. Introduction

The following contribution is a THIRD possible 3G WLAN architecture.  

The only excuse for introducing it now is that it is right.

2. Background

An ideal solution for the 3G WLAN issue would be able to do the following:

1. Allow existing UE based VPN clients to be used.

2. Allow for a simple, but possibly secure WAG.

3. Allow for a simple, but possibly secure PDG.

This can be achieved by actually ADDING a new reference device: A standard, off the shelf VPN.

The Reference architecture (simplified) looks like this:





2.1 Packet Level Processing

While this is obviously doable, consider a “packet diagram” of what happens to an VPN IP packet destined for the Target Intra/Internet:

Packet as generated by the UE:


A “normal” VPN client on the UE generates this packet.  The “Packet for the Target” and the “VPN Data” is encrypted.  The Source IP Address and the Destination IP Address are routed in the clear.

Key to this approach is that the UE thinks that the VPN is located at the address of the WAG.  The rest of the approach will give it no reason to doubt this assumption.

The next element, the WAG, should be expecting this packet and be set up to route it (we will assume through the GRX).  Part of the setup is that a QoS path has been set up, and addresses provided.  Here, however, the WAG does NOT change the Destination IP address for routing.  Instead, it does what a good “GTP client” does: It encapsulates the packet:


At this point, the accounting which would need to be done by the WAG would be the “accounting in bulk”.  If this needs to be content based charging, the WAG would have to do at least some amount of decryption.  This, however, could be done by a standard VPN which exists for charging description only located at the WAG; the output of the VPN would NOT be routed.

The next step is the PDG, which opens the envelope, and sends the packet on.  But since the “LAN” it is sending it on has a different IP address for the VPN than the one received, the PDG will modify this address to the new value:


Notice that LAN between the PDG and the VPN is highly controlled… and it could be that the VPN address could correspond to the original address used by the UE.  This is very restrictive, however; and the address would probably need to be different.

The VPN performs the final processing and strips the other data off the packet, and prepares it for final network:


Processing is now complete.

2.2 Trust Relationships

Notice some unusual aspects of the trust relationships of this model:

1. UE to WAG: Untrusted.

2. WAG to PDG: “Invisible”.  There is no allowed interaction of this network with the other network.  The packets are still encapsulated… but they may NOT be sent to any address other than what the WAG-PDG specifies.  So this has a non-standard relationship to the other network.

3. PDG to VPN: Untrusted, but contained.  This network is VERY small (may only have the PDG and VPN on this network) but since the packets are still encrypted it could be considered an extension of the original UE to WAG network.

4. VPN to Inter/Intranet: This is the “trusted” network of the VPN model, and nothing changes here.

Here, the “encapsulation” actually allowed the VPN model of the VPN being the boundary between being an untrusted network and a trusted network to be preserved.

2.3 Functional Allocation

The major advantage of this approach is that all the VPN functions have now been allocated to a VPN.  

There will probably need to be a new function on the UE (which is needed anyway to handle the EAP-SIM processing, and the WAG discovery processing), which will be used to hand the “VPN Address” to the VPN client.

At the same time the UE has registered, the data is sent to both the WAG and the PDG.  Processing is as outlined above.

Interestingly, the tunnel between the WAG and PDG has several options:

1. A static tunnel could be used.  The WAG could ALWAYS associate data received on a given IP port from ANY UE as to be sent to a given PDG.

2. The WAG could set up a tunnel unique to a particular UE at the time of registration.

3. The WAG could wait for the UE to “activate the context” and set up the tunnel during “tunnel activation”.

The first case is most attractive, if the number of PDG’s supported by this WAG is not large.  This would be the case for the HPLMN, where a WAG/PDG could have a 1-1 correspondence (or may not be present at all… this traffic could be simply routed to the existing VPN with no WAG or PDG used).  In a VPLMN, the WAG may have hundreds or thousands of PDG to support… so in the spirit of Network Address Translation (which has a similar problem), the WAG may need to reallocate the “UE-WAG” addresses used to the PDGs which are currently in use.  Since the entire set may be known to the WAG, the communications could be reduced between the HPLMN/VPLMN for WAG discovery.

In this model, then the PDG is the simplest device (taking a packet it receives, and forwarding it to the VPN).  The WAG will need to see which PDG it needs to communicate with, and indicate the currently active IP address value for a given PDG during WAG discovery (probably involving the Visited and Home 3G AAA server).  The VPN should be standard, unless the modification of the original destination IP address to the new destination IP address at the PDG causes some validation of the packet to fail.  This effect could be able to be compensated in the VPN without a lot of difficulty, if, indeed, it is necessary.

2.4 IMS Interaction

The net effect of this system is the same as the GPRS up to this point, and if the data is routed to a corporate LAN, the processing is done.  This is not the case if the data is to be delivered to IMS.

One of the key aspects of using the WAG/PDG at all is to allow for QoS type processing, and the IMS clearly would want to be involved in controlling this step.  It is suggested that a new element (probably being defined in conjunction with the IMS IP Independence work) is used, and that the system could be used to help control the QoS parameters needed for a specific tunnel.

(There are many details to be worked out for this item, but I think they are fairly straight forward…. And this is enough for a contribution started at 2:00 AM and finished at 4:00 AM)!.

3 Conclusion

This approach drastically reduces the complexity of the proposed 3G WLAN system, mostly by allocating a “normal” VPN to the processing.  Changes to procedures for the PDG and WAG to support this architecture will be needed, but are pretty straight forward, and system cost should be minimized by the re-use of “off the shelf” VPN components.
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