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1. Authentication and Authorization

In the last SA2 meeting (#30) Milan, it was agreed to focus on several remaining options 2, 3, 5, 7, 8, and 9 for Scenario 3. All the options are shown below.

Discussion
It was further concluded on the email reflector that the UE-transparent options are not acceptable due to the required support for IPv6-based IMS services over IPv4-based WLAN ANs. Transport of IPv6 packets over IPv4 requires some kind of tunnelling/encapsulation from the UE. Hence, the UE-transparent options are ruled out. Hence, the remaining options (UE-initiated) are 5, 7, 8, and 9.

Site-to-Site tunnels have also been discussed and its purpose and functionality is still unclear. The advocates argue that in order to provide end-to-end QoS we would require some form of prioritisation for data transfer between the WLAN AN and PLMN. Provision of end-to-end QoS over WLAN is not quite possible yet as the WLAN currently is a half-duplex shared medium random access based and those not support QoS features. It would be some years before the IEEE 802.11e is finalised. Even when the QoS in the WLAN becomes a standard feature, it would not require 3GPP to specify the mapping between the 802.11e service classes and those of IP or L2. It should be up to operators how they want to design their transport network and site-to-site tunnels as in GPRS. The site-to-site tunnels could exist between the WLAN and PLMN and VPLMN and HPLMN but it wouldn’t require 3GPP standardization. Hence, the tunnelling options left would be 5 and 7.

Option 7 requires UE-transparent tunnels between the WLAN and the VPLMN. This would require an additional entity in the WLAN that terminates an end of the per-UE tunnel. In addition, it is not clear what purpose such a tunnel (between the WLAN and PLMN) servers in particular. More importantly, the end-to-end tunnel between the UE and the PDG disables the WLAN and VPLMN to map the traffic between the tunnels. In other words, the VPLMN and WLAN would not see the user data traffic due to the overlaying tunnel (UE-HPDG). Hence, the two UE-transparent tunnels become useless and unutilised. As a result, the option 7 should not be further discussed. 

Based on these logics and discussion on email reflectors, it looks that the option 5 is the most appropriate tunnelling architecture for Scenario 3 and beyond.

Option 5: Detailed

Overview

In SA2#30, Mobility Networks proposed a tunneling architecture, which came to be known as the option 5. 

The WLAN networks is connected to the Visiting Public Land Mobile Network (VPLMN) either directly (private WAN links) or through a shared media (Internet). In either case, the Home Network (HPLMN) will not necessarily have an interworking relationship with the visited WLAN network. The direct routing from the visiting WLAN to Home PLMN would be impossible unless routed through the Internet to the Home PDG requiring the PDG to be exposed to the public Internet, which is undesirable from a security standpoint. Hence, the data path should always pass through the Visiting PLMN for security and control.

This architectural option proposes a two-tunnel solution where the UE’s data traffic is passed through a tunnel between the UE and VPLMN (Wu) and then routed through another tunnel between VPLMN and HPLMN (Wn). A tunnel will be set up per user after authentication and authorization. Since the Visited and Home 3GPP Networks have a roaming relationship, they can route data traffic through existing means (e.g. GRX). Each one of these tunnels serves a different purpose. In case of a roaming user, the Wn terminating peers are the Visited Border Gateway and Home Packet Data Gateway. 

Please see figure below:
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Reason for the need of a tunnel between the UE and the VPLMN are as follows:
· PS-based services such as IMS are IPv6 based. However, all existing WLANs today only support IPv4. In order to support IMS services in Scenario 3, the UE’s IPV6 data traffic should be tunneled or encapsulated over the IPv4 WLAN network;

· WLAN AN can support multiple PLMNs simultaneously which is the reason the network selection topic has come up as a requirement from SA1. After authentication and authorization, the UE’s traffic must pass through the selected VPLMN to reach the HPLMN. If there is no VPLMN edge device known to the UE, the UE can pass the traffic through the wrong VPLMN or can bypass VPLMN all together. The UE-VPLMN tunnel ensures the traffic passes from the UE through the WLAN AN to the preferred/selected VPLMN;

· A WLAN AN can be connected to multiple PLMNs and also offer services to walk-in customers or their existing non-3GPP customers. Once the UE is authenticated and authorized, its access to the VPLMN must be controlled otherwise every WLAN customer can pass traffic through every 3GPP PLMN connected to the WLAN AN. The PLMN edge device (BGW) should be the node in the PLMN to control such access and the UE-VPLMN tunnel will fulfill the requirement;

· WLAN AN could serve many simultaneous connections for multiple 3GPP PLMNs. To route user traffic, all these users will share and have access to the same serving WLAN AN IP network. This could create a security problem as other active connections and users could intercept the UE’s traffic. The UE-VPLMN tunnel can extend the data traffic security over the WLAN.

Note: V-BGW functionality can be incorporated into V-PDG.

Reason for the need of a tunnel between the VPLMN and the HPLMN are as follows:

· Once the traffic has reached the VPLMN, it need to be directed to the HPLMN on per-user basis. Otherwise, the UE’s traffic can leave VPLMN at every egress point and may not even go to HPLMN (VPLMN will have its own PDG and BGW that might be desirable to be accessed by every UE);
· The VPLMN operator could have control over the roaming traffic that pass through their network. The control can be first-hand accounting for reconsolidation, monitoring pre-paid account limits, immediate service termination, or any policy reasons imposed by the Visited Network.
Wa (Interface between BGW and Proxy 3GPP AAA)

Having motivated the need for the Visited Network to have control over the roaming traffic, it is evident that we required a signalling link between the 3GPP AAA server and the Border Gateway. This control will enable the operator to disconnect user tunnels, activate user tunnels, and generate accounting records. This interface will allow reflection of commands form the Home 3GPP AAA server relayed to the Visiting 3GPP AAA Server as well as imposing additional Visiting PLMN policy. For example, when a prepaid roaming user has reached its credit limit, the Visited 3GPP AAA server will dictate the tunnel termination to the Visited Border Gateway based on a termination message received from the user’s Home 3GPP AAA server (or negotiated at the time connection authentication and authorization).

Tunnel Setup Procedure for Option 5
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1. UE - Authentication and Authorization involving UE, WLAN, Visited 3GPP AAA, Home 3GPP AAA;
2. UE gets a local IP address, DNS, and Gateway;
3. Resolve BG name to IP address using the local DNS server in the WLAN AN
4. UE initiates a tunnel with his local IP address to the Visited BG;
5. Visited BG will initiate a tunnel to the Home PDG (Wn for me)
6. Once the Wn tunnel is set up, the Home PDG will let the BG know about the UE's home address;
7. The UE will use the address allocated by the Home PDG (relayed by BG) to complete his tunnel to the BG
Data User Tunneling for Option 5
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Why can’t Mobile IP Serve the Purpose

· If the Mobile IP HA is located in the 3GPP Home, then the Visited 3GPP network doesn't have a way of counting and terminating the user service as required, since the user packets are tunneled through their network and the visited 3GPP network cannot differentiate between them;
· Mobile IP is kind of black and white. You cannot differentiate services per users. In other words, there is nothing like APN in Mobile IP. As a result, all users will have access to all kinds of PS-services once they are logged onto the network (Scenario 3). This is not very favorable for operators;
· PS-services such as IMS are IPv6 based and WLAN ANare mostly IPv4 based. To my understanding interworking Mobile IP V4 and V6 are not defined yet and it's out of the scope of 3GPP. The current experiments of Mobile IPv4 and v6 are so much tied to the UE’s care-of-address that a simple NAT will make the solutions obsolete.
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