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1. Introduction

This contribution proposes to clarify Paging for MBMS.

During last SA2#30 meeting, some agreements have been reached on the Paging and included in the TS, see following extract:

“8.1
MBMS Paging

(…)

A certain number of UEs have to be in PMM-CONNECTED mode to allow the UTRAN to select point-to-multipoint distribution mechanism over the radio interface.

The Network shall wake up some UEs to move them in PMM-CONNECTED mode before sending MBMS data over the radio.“

The goal of this contribution is to answer to the following questions:

1) Which network node should initiate and control this UE wake up procedure: is it a UTRAN paging or a SGSN NAS paging?

2) Should the paging be a “Group paging” or a “per UE paging”?

Note: in a second step, the standard will have to decide which paging identifier should be used (TMGI vs compressed IP Multicast address + APN vs other identifiers?) but this discussion is not treated by this contribution.

2. Proposal of paging principles

In order to save radio resources for data distribution, the UTRAN should be able to determine whether it uses ptp or ptm data distribution:

· If number of UEs in PMM-CONNECTED state is sufficient to allow the UTRAN to determine ptp or ptm data, the UTRAN should have the possibility to stop moving UEs back to PMM-CONNECTED state
· If number of UEs in PMM-CONNECTED state is not sufficient to allow the UTRAN to determine ptp or ptm data, some UEs have to be moved to PMM-CONNECTED state
In order to save radio resources, MBMS paging should avoid useless paging over the radio:

· A group paging allowing to move some UEs to PMM-CONNECTED state (wake up UEs) with one message should be preferred compared to a per UE paging over the radio.

· The architecture should allow the Paging to be done only in the Multicast area as there is no need to page in an area which does not belong to the area where the service has to be distributed.

· To allow Multicast Area with a cell granularity, the paging should not been sent in cells not covering the Multicast area.

3. MBMS Paging proposal

To fulfil the above principles, a UTRAN Group paging is proposed with the following procedures: 

When a Session Start, the SGSN sends service information to all RNCs interested in the service:

· sends a Session Start message to all RNCs covering last known RA of interested UEs in PMM-IDLE state. 

· sends session information to all SRNCs and DRNCs hosting interested UEs in PMM-CONNECTED state (we do not consider here whether session information are sent over Iu to DRNC or through Iur via the SRNC as this does not interfere here, this is subject of another contribution).

Service information such as Service Id and the Multicast Area are then available in all interested RNCs. Other parameters are FFS.

When receiving session information, a RNC can evaluate whether it should use ptp or ptm data distribution with knowledge of number of interested UEs already in PMM-CONNECTED state in each cell. 

If the number of UEs in PMM-CONNECTED state is sufficiently high to decide a ptm data distribution, there is no need to move additional UEs to PMM-CONNECTED state and the UTRAN can decide which RNC will distribute data (one RNC can request bearer plane establishment).

If the UTRAN cannot make any decision, the RNC has to move some PMM-IDLE UEs in PMM-CONNECTED state. For that purpose a Group Paging can be done by the RNC:

As the RNC knows which Service is started, a Group paging for all the UEs interested in a service can be done to reduce number of paging messages over the radio (there is no per UE paging done) 

As the RNC knows the Multicast Area and as the RNC has the cell visibility, the RNC can determine in which cell the page is needed and can avoid paging out of the Multicast Area. 

As the RNC knows service characteristics and service area, it can also avoid moving UEs back to PMM-CONNECTED state in cells where service can be received in PMM-IDLE state.

RNC can stop paging when it has enough users in PMM-CONNECTED state to choose between ptp vs ptm data distribution.

When a UE receives a MBMS Group Paging for a service it is interested in, it sends a NAS message to move to PMM_CONNECTED state (All UEs may not move back to PMM-CONNECTED state if number of UEs in PMM-CONNECTED state is above RAN threshold, this level of Paging detail is specified in RAN).

If then UTRAN decides on ptm data distribution, then a mechanism is also required to inform the PMM-IDLE and PMM-CONNECTED UEs of the session start and Radio Bearer details. This is for further study in the RAN groups.

Note that a NAS Paging instead of a UTRAN Paging would have the following drawbacks:

· Current R99 NAS Paging is a per UE paging and this would bring an important number of NAS Paging over Iu and over the air interface. 

· NAS paging would be sent out of the Multicast Area: 

· NAS paging brings useless paging over the radio as current R99 NAS Paging is done in the whole last known RA.

· NAS paging then uselessly brings some UEs back to PMM-CONNECTED that will have to be moved back to PMM-IDLE state just after as not belonging to the Multicast Area.

· NAS Paging would move too many UEs back to PMM-CONNECTED state:

· some UEs may move to PMM-CONNECTED state but moved back to PMM-IDLE state by the UTRAN immediately after for example:

· if they are in an area where data distribution can be done in PMM-IDLE state 

· if they are in a cell where number of UEs is already sufficiently high to allow the UTRAN to decide ptm data distribution.

4. Proposed change for the TS (with revision marks)

8.1
MBMS Paging

The UTRAN has to determine whether it should use point-to-point or point-to-multipoint data distribution in each cell in order to save radio resources.

A certain number of UEs have to be in PMM-CONNECTED state to allow the UTRAN to select point-to-multipoint distribution mechanism over the radio interface.

The Network shall wake up some UEs to move them in PMM-CONNECTED state before sending MBMS data over the radio. 
In order to save radio resources, MBMS Group paging should follow these principles:
· Group paging should be done only in the Multicast area as there is no need to page in cells which do not belong to the Multicast area.

· A Group paging (per service) allowing to move many UEs back to PMM-CONNECTED state in one message is preferred compared to a per UE paging.

· If number of UEs in PMM-CONNECTED state is sufficient to allow the UTRAN to determine ptp or ptm data, there should be a possibility to avoid waking up additional mobiles

When a Session starts, the SGSN sends service information to all RNCs interested in the service:

· sends session information to all RNCs covering last known RA of interested UEs in PMM-IDLE state. 

· sends session information to all SRNCs and DRNCs hosting interested UEs in PMM-CONNECTED state (it is FFS whether session information are sent over Iu to DRNC or through Iur via the SRNC).

Service information such as Service Id and the Multicast Area are then available in all interested RNCs. Other parameters are FFS.

When receiving session information, a RNC can evaluate whether it should use ptp or ptm data distribution with knowledge of number of interested UEs already in PMM-CONNECTED state in each cell. 

If the number of UEs in PMM-CONNECTED state is sufficiently high to decide a ptm data distribution, there is no need to move additional UEs to PMM-CONNECTED state and the UTRAN can decide which RNC will distribute data (one RNC can request bearer plane establishment).

If the UTRAN cannot make any decision, the RNC has to move some PMM-IDLE UEs in PMM-CONNECTED state. For that purpose a Group Paging is initiated by the RNC. The group identity used in this Group paging is FFS.
When a PMM-IDLE state UE detects it is paged for the service it expects, it initiates a NAS request to move back to PMM-CONNECTED state. The SGSN informs the UTRAN that the UE is interested in the service.
The UTRAN may not care whether there are “more than enough” interested mobiles back to PMM-CONNECTED state to justify a point-to-multipoint data distribution. When the number of interested UEs in PMM-CONNECTED state is sufficient for the UTRAN to decide to use point-to-multipoint, other UEs may remain in PMM-IDLE state. This is a UTRAN choice (based on RRM criteria…), FFS in RAN group.

8.3
MBMS Session Start

The MBMS Session Start procedure is initiated when the BM-SC is ready to send data.

Through this procedure, session information such as QoS, Multicast Area (tracking/non-tracking area are FFS) is provided to the GGSN(s), SGSN(s) and RNC(s) hosting interested UEs (RNCs hosting interested UEs in PMM-IDLE or PMM-CONNECTED state).

The overall Session Start procedure is presented in the following figure:
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Figure 1 Session Start procedure
1) The BM-SC sends a Session Start message to indicate session information (QoS, Multicast Area…) to the registered GGSN.

2) The GGSN memorizes the session information (to provide session information to SGSN registering after session start) and forwards Session Start message to the registered SGSN for this service. It is FFS whether the Session Start message needs to be acknowledged by the GGSN.

3) The SGSN memorizes the session information (to provide session information to RNC registering after session start) and forwards session information to RNCs hosting interested UEs (RNCs of last known RA for UEs in PMM-IDLE state and SRNCs and registered DRNCs hosting interested UEs in PMM-CONNECTED state) . It is FFS whether the Session Start message needs to be acknowledged by the SGSN.

4) The RNC memorizes the session information. It is FFS whether the message needs to be acknowledged by the RNC.

Note: Upstream node provides session information once per MBMS session to each registered node (Due to SGSN in pool, a RNC may receive session information from many SGSNs).
8.4
MBMS bearer plane establishment

When receiving session information, RNCs responsible for data distribution request bearer plane establishment to upstream SGSN (parent SGSN FFS). This Bearer plane is established up to the BM-SC.

RNCs responsible for data distribution are RNC hosting interested UEs in the Multicast Area.

When receiving session information, the UTRAN decides whether point-to-point state is selected or point-to-multipoint state is selected, and which RNC will then be in charge of distributing the data. For that purpose, the UTRAN may need to initiate a Group paging to move some interested UEs back to PMM-CONNECTED state and get the list of MBMS services the UE is interested in from the CN, see the Paging section.
Bearer plane establishment is presented in the following figure:
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Figure 2 Bearer plane join procedure
1) The Session Start procedure delivers session information down to RNCs.

2) When receiving session information, a UTRAN decides which RNC will distribute data to the UE (detail on how the UTRAN decides which RNC will distribute data and if pt-to-pt or pt-to-mtp is used on the radio is FFS in RAN). The selected RNC requests Bearer plane establishment to its upstream SGSN (FFS for Iu Flexibility). For that purpose, the UTRAN may need to initiate a Group paging to move some interested UEs in PMM-IDLE state to PMM-CONNECTED state and get the list of MBMS services the UE is interested in from the CN, see Paging section.
3) The SGSN establishes the Bearer plane with the requesting RNC. The need of a Bearer plane Acknowledgement is FFS. The SGSN requests a Bearer plane establishment to the GGSN if the Bearer plane for the same service is not already established.

4) The GGSN establishes the Bearer plane with the requesting SGSN. The need of a Bearer plane Acknowledgement is FFS. The GGSN joins the appropriate IP Multicast group bearer plane if the Bearer plane for the same service is not already established.

5) The BM-SC can start sending data as soon as Bearer plane with a GGSN is established. A GGSN can forward downlink data as soon as a Bearer plane to a SGSN is established. A SGSN can forward downlink data received from a GGSN as soon as a Bearer plane to a RNC is established.

The way UTRAN manages UE tracking is FFS as this depend on RAN discussion.

5. Conclusion

It is proposed to discuss the principles for Multicast service Paging proposed in this contribution.

If the principles are agreeable, it is proposed to update the TS according to changes described in section 4 of this contribution.
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