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1. Introduction

In the current specification, when the LCS server encounters LCS request congestion, there is no mechanism for the overload control of LCS server. This contribution proposes several overload control methods for consideration. 

2. Discussion

There are 5 potential overload control methods. These methods are applicable to Le interface (GMLC-LCS Client), Lr interface (GMLC-GMLC), and Lpp interface (GMLC-PPR). 
1. Reject

General: when congestion is detected by the entity receiving a request, e.g. GMLC, PPR, the responding entity should send a reject message to the requesting entity.
Advantage: easy to implement
Disadvantage: the reject message itself consumes resources. If the requesting entity receives a reject message and resends the request to the responding entity, the problem could escalate.
2. Reject conditionally
General: when congestion is detected by the entity receiving a request, e.g. GMLC, PPR, the responding entity should decide to reject the request or to handle it according to its priority. 
Advantage: easy to implement. The responding entity shall implement different actions based on the priority of the LCS request.

Disadvantage: the same as method 1
3. Ignore
General: when congestion is detected by the entity receiving a request, e.g. GMLC, PPR, the responding entity should ignore the request.
Advantage: easy to implement 

Disadvantage: the interactive mechanism between the responding entity and the requesting entity is unfriendly. 
4. Ignore conditionally
General: when congestion is detected by the entity receiving a request, e.g. GMLC, PPR, the responding entity should decide to ignore the request or handle it according to its priority. 

Advantage: easy to implement. The responding entity shall implement different actions based on the priority of the LCS request.
Disadvantage: the same as method 3
5. LCS GAP

General: this method is more like the CALL GAP in CAMEL. The LCS GAP mechanism is used to reduce the rate at which specific service requests are sent to the responding entity. Here is a brief introduction.
Function of LCS GAP: the responding entity can send a LCS GAP operation to the requesting entity to restrict the frequency of requests from the requesting entity, e.g. the responding entity may require the requesting entity to send at most one request per 100ms.
Criteria of LCS GAP:
the responding entity can define the criteria for a request to be subjected to LCS GAP, e.g. the criteria can be Target UE identity, type of location request, and so on.
Control type of LCS GAP: this indicates the reason for activating LCS gapping, e.g.

The control type value “Overloaded” indicates that an automatic congestion detection and control mechanism in the corresponding entity has detected a congestion situation.
The control type value “ManuallyInitiated” indicates that the network management center or service management center or both has detected a congestion situation, or any other situation that requires manually initiated controls.

End condition of LCS GAP: the LCS GAP operation sent by the responding entity to the requesting entity can contain a duration time that the LCS GAP operation should be maintained. In addition, when the load of responding entity drops and the system comes back to normal, the responding entity can send another LCS GAP operation to terminate the previous LCS GAP operation.
Advantage: flexible overload control mechanism. 
Disadvantage: the interactive mechanism between the responding entity and the requesting entity is complicated.
3. Propose

In the current stage 2 specifications, a mechanism of overload control is not provided. Therefore definition of overload control and the congestion control method should be considered.
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