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1. Introduction

The overall objective of this contribution is to discuss several alternatives of providing quality of service to MBMS traffic based on the already available mechanisms. A Quality of service architecture and procedures to request certain quality of service attributes is already specified in 3GPP [23.107 & 23.207]. Regarding Quality of service in case of MBMS sessions, there are basically three issues: first provisioning quality of service for a specific MBMS session in terms of delay, bandwidth and loss, then second adapting the quality in case of changing network conditions and third, congestion control for inter-service fairness. 

Most service adaptation and congestion control algorithms rely on feedback messages, which are sent back to the sender. But only a unidirectional bearer is in the scope of MBMS, and therefore no congestion control or session adaptation feedback messages are foreseen (at least not in real-time).

In contrast to the standard QoS request and negotiation procedures, it is not possible in MBMS that a mobile terminal may influence the actual QoS attributes directly. In case of unicast UMTS bearers, each bearer is associated to only one mobile terminal. In case the terminal changes the bearer configuration, only one mobile terminal recognises and benefits from the modification. In case of a MBMS bearer, an entire group of participants use the same bearer. In case one mobile terminal degrades the QoS level, all other participants of the MBMS session may suffer. Therefore, it is necessary that only the session owner or session source may influence or change quality of service attributes. In the MBMS architecture this entity is the BM-SC, which sets and can modify the QoS attributes via the Gmb interface. 

However, terminals and also radio access networks are usually limited in their capabilities. Load situations may vary and preclude an all time constant bandwidth. When terminal move between cells or even between radio access systems, QoS attributes are usually renegotiated. In terms of MBMS services, the end-user session is either transmitted on a number of parallel MBMS bearers with different QoS levels or the end-user session is hierarchically encoded. 

The first one describes the approach of providing the same information with different quality levels, like video resolutions, on a number of parallel streams. The receiving terminals can choose between the quality levels by choosing one of the different MBMS bearers. 

Note that a realisation of this option using the session description protocol (SDP) is currently drafted in the IETF (see “Grouping of m lines in SDP” internet-draft http://www.ietf.org/internet-drafts/draft-ietf-mmusic-fid-06.txt)

In case of hierarchically encoded sessions, the end-user session is sub-divided onto a number of layers. Each layer may be transmitted on a separate Multicast group. The end-users may increase the number of received layers by joining the additional multicast groups. The support of layered multicast is already included in the Session Description Protocol (SDP). 

The concept of layered multicast was first introduced by Steven McCanne et al. and is further described in “Steven McCanne, et al., "Receiver-driven layered multicast", In Proc. of ACM SIGCOMM'96, pages 117--130, Stanford, CA, August 1996. http://citeseer.nj.nec.com/steven96receiverdriven.html”. The usage of this scheme for congestion control and bandwidth adaptation is described in “L. Vicisano, et al., "TCP-like congestion control for layered multicast data transfer", IRTF RM Workshop September

1997, Cannes, September 1997. http://citeseer.nj.nec.com/vicisano98tcplike.html.”

Note that the difference between the two approaches of providing different quality levels is the encoding of the flows. Both approaches provide different quality levels by using a number of parallel MBMS Bearers. The first encodes the full content and transmits it on one MBMS Bearer whereas the second encodes and transmits only differences between quality levels. 

The IETF “Multiparty Multimedia Session Control” (MMUSIC) working group has specified a number of protocols to transmit and describe also multicast sessions. In the current SDP RFC (RFC 2327) are also included some examples of how the session description protocol is used for Multicast sessions. SDP supports the separation of audio and video streams onto independent multicast groups, as well as transmitting both using the same multicast group. In case of using hierarchical or layered encoding schemes the RFC proposes the usage of multiple multicast groups to allow multicast pruning.

Using different IP Multicast groups for each media type or layer has the advantage, that multicast traffic is only forwarded into a particular segment of the network when users interested in that media type or layer are present in this segment. This means, that only those flows load the connections in order to play-out a session with the requested quality level. In case of MBMS, this means that each IP Multicast group is mapped to one, and only one, MBMS bearer (i.e. MBMS context). In case of separate transmission of audio and video at least two MBMS contexts are used for the end-user session.

2. Discussion

In the following, two different approaches to provide quality of service also with respect to service adaptation and inter-session fairness are presented and discussed. It is assumed for both approaches, that the BM-SC configures a number of MBMS bearers for a given end-user session. Each MBMS bearer provides the same content (or parts of the content in case of hierarchical encoded sessions), but with different bandwidth or additional coding levels. This means, that for instance an end-user session is available in different quality levels at 16kbit/s, 32kbit/s, 64kbit/s and 128kbit/s. Each quality level is transmitted using a separate flow. It is further assumed, that only a certain cell transmission capacity is assigned to MBMS services. This assigned capacity can also vary depending on higher prioritised traffic. A number of concurrent end-user sessions must share this assigned capacity.

There are basically two different approaches to provide quality of service to MBMS Bearers and on the other side protect the radio network from congestion situation because of changing conditions. Either the network decides which quality level is provided to all users in a particular cell or each terminal decides and requests by itself. 

2.1 Alternative 1

In case the network decides which flows are supported, the full session information (i.e. all the flows) must be available in the core network or even in the radio access network. The network must have full control over which of those flows belong to the same end-user session and carry the same content with different quality of service levels. In case of varying load situations or physical constraints, the RNC (in case of UTRAN) or the BSC (in case of GSM BSS) must decide which flow(s) shall be established/dropped. Although it may also be possible, that a SGSN or even a GGSN decides on which flows to establish or drop.

From an end-user point of view it means that either the user joins one single group, which content might be delivered over multiple channels, or that the user must know and explicitly join all groups making up the session and that the terminal can support.

[image: image1.wmf]Service Announcement:

•

General Session information

•

e.g.16k; 32k; 64k; 128k

BM

-

SC

GGSN

RNC

-

1

SGSN

4 Flows associate 

to the session

RNC can only transmit the 

lower three streams

Session configuration

Service Announcement:

•

General Session information

•

e.g.16k; 32k; 64k; 128k

BM

-

SC

GGSN

RNC

-

1

SGSN

4 Flows associate 

to the session

RNC can only transmit the 

lower three streams

Session configuration


Figure 1: Network controlled forwarding
Figure 1 depicts the approach. The BM-SC sends the data on different MBMS bearers. SGSN and GGSN are forwarding the traffic, since the assigned limit is not reached. Due to a lower configured limit for MBMS traffic in the RNC, the RNC decides on not to forward one layer. For a controlled and fair decision, the RNC must have full session information (i.e. which bearers belong to the same session and how many bearers compose each session). Otherwise it might happen, in case when multiple concurrent end-user sessions shall be supported by an RNC, that one end-user session is dropped completely whereas another session is not effected at all. 

2.2 Alternative 2

The other alternative describes a terminal or receiver driven approach. The BM-SC announces the different supported quality levels and also additional information to join the MBMS session. The terminal implements basically a simple algorithm of selecting the next smaller quality level in case of packet losses. The network on the other hand starts dropping packets in case the limit of allowed MBMS traffic is reached. The packet dropping decision is based on the drop precedence QoS attribute. The BM-SC specifies different, increasing drop probabilities for increasing quality levels of each flow.
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Figure 2: Terminal controlled reception

Figure 2 depicts the described approach. The BM-SC configures a number of MBMS bearers. The QoS attributes of a streaming or a background bearer are reused for MBMS bearers. The BM-SC configures the bearers according to bandwidths and drop precedence (The Traffic handling priority can be re-used for this purpose). SGSN and GGSN do packet treatment based on the specified attributes. The traffic limit for MBMS traffic is configured in the above example to 120kbit/s. This might be due to the load of higher prioritised non-MBMS traffic. Since the terminal receives only 16kbit/s, 32 kbit/s or 64 kbit/s and nothing or a small fraction from the 128 kbit/s the terminal does not join the 128kbit/s MBMS session or may even leave it if it has joined it beforehand.

2.3 First Conclusion

In case of the first alternative, the RNC needs some end-user session related information to drop the traffic of an appropriate MBMS bearer. Note that it can still be possible that an end-user session is transmitted using only one MBMS bearer. In that case the RNC must have information on which MBMS bearers belong to sessions composed of one single bearer to enable fair dropping.

The second alternative of providing quality of service to MBMS traffic has the advantage that every MBMS bearer can be treated independently of each other and only the QoS attributes determine how each MBMS bearer has to be handled; therefore the processing in the RNC (or network in general) is significantly simplified. This is also in line with the IETF principles where the end host controls what flows it receives, meaning that algorithms and applications supporting this principle exist. Consequently, this is the preferred alternative. 

However, it is important to specify Inter-MBMS-Bearer priorities for this mechanism to work properly. The Traffic Handling Priority, which was up to now only applicable to the Interactive class, could be used to specify the relative priorities between MBMS bearers. 

2.4 Supporting Messaging Services

A different situation of providing quality of service is for messaging services. A message is usually limited in the transmission duration. A message of 30 seconds duration, which is encoded for a 64kbit/s bearer would require approximately 240kByte buffer. Providing the same quality of service level to all users, has only an impact on the transmission duration. In case a terminal is connected via a GERAN network, the transmission of the message with the same quality level would take longer than for terminals connected via UTRAN. The same principle applies in case of different load situations in the network. In case of high load of high priority traffic, only a small capacity share is available for MBMS traffic. In this case the transmission delay of the message is increased. For messaging services the quality of service is mainly characterised by the bit or packet loss rate; the transmission delay is very secondary and should anyway remain reasonably small since the size of these messages should be rather small (otherwise it would become a streaming service). When the UE moves from one cell to another, the unsynchronised transmission between cells may result in part of the message being lost. To cope with such situations, the BM-SC may retransmit the message cyclically, e.g. three times.

The adaptation of the MBMS traffic to different resource conditions for messaging services can be achieved by buffering and traffic shaping. To react to changing network conditions, each RNC shall have a transmission buffer for MBMS traffic. This kind of advanced buffering at the RNC can be activated only when the MBMS traffic is of Background class since the Streaming class would normally not be applied to messaging services.
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Figure 3: Messaging architecture
2.5 Second Conclusion

Message like transmissions can be handled separately in the network. To minimise the impacts of changing network conditions and to provide a high and constant subjective quality to end-users, each RNC (or BSC) can maintain small buffers. The buffers are used to shape the multicast message to the available resources on the air-interface. The buffer size depends on the quality and the length of the messages. The RNC or the BSC may use such buffers to shape the MBMS traffic when the Background class is chosen for the MBMS bearer.

3. Proposal

To allow the usage of multiple multicast groups for one end-user session and to keep the flexibility of the session description protocol, changes are proposed to chapter 6.3.1 and 6.14. Additionally, it is proposed to modify chapter 6.15 to reflect the different alternatives for offering the same content with different QoS levels:

6.3.1
Interfacing With the PDN

The GGSN is used to capture MBMS data in the PDN and put this data on one or more GTP tunnels opened as part of the service.

Different media components comprising a single service may be provided over separate GTP tunnels and bearers enabling QoS differentiation for each component. The different media components are either transmitted by using one multicast group but multiple ports (see option 1) or by using multiple multicast groups (see option 2). Both alternatives are supported by the session description protocol (SDP). As an example, this could be used when different media with different error protection requirements are transmitted (e.g. audio vs. visual streams or a base video stream with one or more enhancement layers). In some cases, a given service will be provided in multiple locations with inherently different QoS capabilities. As an example a service might be provided over the GERAN and the UTRAN access networks of the operator requiring the operator to provide a single service in more than one QoS profile, depending on the access network.

Different options for handling multiple QoS profiles per service are presented below.

6.3.1.1
Option 1

To allow multiple media components per transmission, different components can be sent on different destination UDP ports but using the same destination IP multicast address. The GGSN, using TFTs, should be able to tunnel the data through the proper GTP tunnel using the UDP port value for selecting between different tunnels.

To allow for multiple QoS alternatives targeted at different locations the GGSN should be able to map several alternative transmissions of different media components to different GTP tunnels. Transport of different QoS alternatives on the PDN is FFS.
6.3.1.1
Option 2

In case different media components are transmitted each on a separate multicast group, each IP multicast group requires separate Quality of Service handling. The GGSN sets up a number of GTP tunnels for each destination IP multicast address and maintains a mapping from the IP multicast address to the GTP tunnel. The QoS attributes for each GTP tunnel are selected and configured by the BM-SC.

6.14
Quality-of-Service

It shall be possible for the network to control quality-of-service parameters for multicast and broadcast sessions. All QoS parameters described in [4] shall be supported with the following changes:

· For traffic class, only the background and streaming classes shall be supported.

· Background and streaming classes may have to be extended with the Traffic Handling Priority attribute (or a new “drop precedence” attribute).

6.14.1
MBMS QoS is a MBMS service attribute

MBMS data will be distributed to multiple users, so that the QoS cannot be associated to one UE in particular.
6.14.2
MBMS QoS over the MBMS distribution tree
MBMS data will be distributed to multiple users through a MBMS distribution tree that can go through many RNCs and many SGSNs. Furthermore some transport resources may be shared between many users accessing the same service in order to save resources.

As a consequence, each branch of a MBMS distribution tree shall be established with the same QoS.  The MBMS distribution tree shall have the same QoS for all its branches. It is FFS whether an MBMS service can be provided over multiple distribution trees with differing QoS profiles.
When a branch of the MBMS distribution tree has been created, it is not desirable that the construction of another branch due to arrival of a new UE (or change of location of a UE with removal of a branch and addition of a new one) impacts the already established branches. Else, this implies a heavy mechanism to adjust the QoS of all the already established MBMS branches. As a consequence, QoS negotiation shall not be done by the network nodes.
One of the consequence is that some branches may not be established if QoS requirement cannot be accepted by the concerned network node.

QoS negotiation should not be allowed by UMTS network elements.

QoS re-negotiation feature in the RNC should not be allowed for MBMS service.

6.15
Handling MBMS User Plane with Multiple QoS Levels within RAN

It is FFS whether the SRNC or the CRNC sends the MBMS data received on MBMS Iu bearer to the UEs via the MBMS radio bearer. This is subject to TSG RAN decision (which could e.g. take into account features such as admission control, congestion information for the cells, number of multicast users per cell, switch between point-to-point and point-to-multipoint configuration, ….)

Different QoS levels for the same content can be handled in different ways depending on the type and encoding of the content. Hereafter, three broad categories of encoding are identified and their corresponding way of handling multiple QoS levels is described.

6.15.1
Multiple Independent Streams

To handle different congestion levels in different cells, the RNS/BSS may receive  multiple streams of the same content with different QoS levels from the “core network” (e.g. one stream for each of the 9 codecs of the WB-AMR set, or, several streams of a video film at different bit rates such as 384, 128, 64 and 32 kbps). The RNS/BSS may receive all the possible streams for a given content (if all streams are transmitted using the same multicast group) or only those streams that users in the area controlled by the RNS/BSS have requested (if each stream is transmitted using a different multicast group). Whether, in Iu mode, data are sent via one RAB or multiple RABs for the same content with different QoS levels from core network is FFS.
The UTRAN/BSS is in charge of sending data with appropriate QoS level to the UEs.  The way UTRAN/BSS handles QoS is FFS and subject to TSG RAN decision.

In GSM, the BSS selects the appropriate QoS level for each cell according to that cell’s congestion level and capabilities (e.g. whether the cell has EDGE capable transceivers or not).

6.15.2
Hierarchically Encoded Streams  

To provide different Quality of Service Levels, the content may be hierarchically encoded and transmitted in a layered structure. In case of hierarchically encoded sessions, the end-user session is split into a number of layers. The receiver can choose the desired quality (and hence bandwidth) by only subscribing to a subset of these layers. Each layer may be transmitted on a separate Multicast group. The support of layered multicast is already included in the Session Description Protocol (SDP).

QoS attributes based on UMTS streaming bearer attributes are associated with each MBMS bearer. Additionally, different priority levels are assigned to each layer by using the Traffic handling priority.

The RNS/BSS and also SGSN are in charge of admission control. A certain bandwidth share is allowed for MBMS traffic. The assigned bandwidth is shared among a number of concurrent MBMS sessions. The admission control decision is based on the traffic handling priority. Typically, the layers with higher bandwidth requirements would be assigned a lower traffic handling priority. In case of limited bandwidth, only the higher-prioritised traffic is forwarded. The bandwidth share for MBMS traffic may be adapted dynamically based on the needs of higher-prioritised non-MBMS traffic.

6.15.3
Messaging Services 

This alternative describes the MBMS user plane handling for messaging services. In contrast to the two stream oriented services described above, it is not the subjective quality perceived by the user that changes, but the transmission duration of the message. A messaging service is characterised by its fixed, pre-determined size. The traffic class attribute for this GTP tunnel is set to Background. Different quality of service bearer attributes only impact the transmission duration of the message, but not the amount of transmitted bytes. The RNS/BSS does not drop any packets. Each RNS/BSS provide a small buffer to shape the message transmission to the available bandwidth for MBMS traffic in the cell.

The buffer size can be either dynamically adapted or pre-configured or possibly requested by the BM-SC.
When the UE moves from one cell to another, the unsynchronised transmission between cells may result in part of the message being lost. To cope with such situations, the BM-SC may retransmit the message cyclically, e.g. three times.
































































































